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Abstract 

Tuberculosis (TB) is currently still a public health problem both in Indonesia and 

internationally. Indonesia is ranked 2nd with the highest TB sufferers in the world. In 2020, 

the number of tuberculosis cases found was 351,936 cases, a decrease when compared to 2019 

which was 568,987 cases. Based on the Strategic Plan of the Ministry of Health 2020, the 

targeted tuberculosis success rate is 90%, then nationally the success rate of tuberculosis 

treatment has not been achieved (82.7%). This study aims to determine the modeling of the 

number of tuberculosis cases and what factors have a significant effect on tuberculosis in 

Indonesia with the Geographically Weighted Generalized Poisson Regression (GWGPR). The 

results of the analysis using GWGPR shows that 12 provincial groups were formed according 

to variables that had a significant effect on the number of tuberculosis cases in Indonesia. There 

are 3 variables that have a significant effect on all provinces in Indonesia, the percentage of 

poor people (X1), population density (X2), and the percentage of people of productive age 

(X8). A variable that has no significant effect on all provinces in Indonesia is the percentage 

of households that have access to proper drinking water source services (X4).  
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Introduction 

Indonesia is currently experiencing a double burden, on the one hand Non-

Communicable Diseases (NCDs) are rising significantly, but are still faced with infectious 

diseases that have not yet been completed. One of the infectious diseases of concern is 

Tuberculosis (TB). Tuberculosis (TB) is currently still a public health problem both in 

Indonesia and internationally and also an important contributor to morbidity and mortality [1]. 

Despite being preventable and treatable, tuberculosis is a leading cause of death from a single 

infectious agent [2]. Tuberculosis is an infectious disease infection caused by Mycobacterium 

tuberculosis, a rod-shaped and acid-resistant bacterium, so it is called Acid Resistant Bacteria 

(BTA) and is a bacillus bacterium. which the invasion of lung tissue is the most common. 

Tuberculosis is difficult to treat and it is easy to produce multi-drug resistance, and it also 

seriously damages human tissues and organs. Consequently, tuberculosis has been one of the 

major infectious diseases threatening global human health [3], [4]. 

Indonesia is ranked 2nd with the highest TB sufferers in the world after India. Globally, 

an estimated 10 million people suffered from tuberculosis in 2019. Although there is a decrease 
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in new TB cases, it is not fast enough to achieve the 2020 END TB Strategy target, namely a 

20% reduction in TB cases between 2015 – 2020. In 2015 – 2019 the cumulative decrease in 

TB cases was only 9% [5]. In 2020 the number of tuberculosis cases found was 351,936 cases, 

a decrease when compared to all tuberculosis cases found in 2019, which was 568,987 cases. 

However, if referring to the target set by the Strategic Plan of the Ministry of Health in 2020, 

the tuberculosis success rate is 90%, then nationally the success rate of tuberculosis treatment 

has not been achieved (82.7%).  This figure is lower than the previous year which reached 

82.9%. The Ministry of Health noted that the success rate of treatment of TB patients has 

decreased since 2016. One of the strategic objectives of the Ministry of Health for 2020-2024 

is to improve disease prevention and control and management of public health emergencies 

where one of the indicators is the decrease in TB incidence to 190 per 100,000 population by 

2024. This shows that the government needs to improve health services for the treatment of 

TBC.  

Count data can be applied to different fields, including medicine, agriculture, life 

science, business, social, behavioral science, and demographic and health survey data [6]. The 

number of tuberculosis cases in Indonesia is a data count that follows the Poisson distribution. 

Poisson regression is very suitable for analyzing count data if the mean and variance are the 

same (equidispersion). However, equidispersion conditions are difficult to meet, in general 

there are often cases of overdispersion where the variance is greater than the average. 

Generalized Poisson Regression (GPR) is one of the alternatives to overcome over/under 

dispersion cases in data modeling using Poisson regression. GPR is a useful model for fitting 

both over-dispersed and under-dispersed count data because it allows for more variability and 

it is more flexible in analyzing independent variables [6]. There are differences in influential 

factors in each topography indicating the influence of local conditions of a particular region in 

determining the factors that have a significant effect on tuberculosis. Therefore, this study pays 

attention to spatial factors so that the results of modeling the number of tuberculosis cases can 

describe a better relationship pattern than global regression analysis. This study will model and 

analyze what factors affect tuberculosis in Indonesia using Geogprahically Weighted 

Generalized Poisson Regression (GWGPR). This study is expected to provide an overview of 

the factors that affect the number of tuberculosis cases in Indonesia and can be used as input 

on policies for each province that will be made to reduce the number of tuberculosis diseases 

in Indonesia. 

Previous Researches 

Previous research about tuberculosis says that along with well-established risk factors 

(such as human immunodeficiency virus (HIV), malnutrition, and young age), emerging 

variables such as diabetes, indoor air pollution, alcohol, use of immunosuppressive drugs, and 

tobacco smoke play a significant role at both the individual and population level. 

Socioeconomic and behavioral factors are also shown to increase the susceptibility to infection. 

Specific groups such as health care workers and indigenous population are also at an increased 

risk of TB infection and disease [7]. Research about factors that influence current tuberculosis 

epidemiology says that TB has been classically associated with poverty, overcrowding and 

malnutrition. Low income countries and deprived areas, within big cities in developed 

countries, present the highest TB incidences and TB mortality rates and we must also be aware 

about the impact that smoking and diabetes pandemics may be having on the incidence of TB 

[8].  Another study by shows that global factors that influence tuberculosis sufferers are the 

number of HIV/AIDS sufferers, the percentage of households applying PHBS, the ratio of 

health education, the percentage of the population receives tuberculosis information, the 
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number of medical personnel, the number of the population not completed elementary and the 

number of population graduated from high school while the influenced locally variables on the 

spread of tuberculosis was the percentage of healthy homes [9]. 

Previous research using GWPGR has been conducted by Adryanta & Purhadi (2020) 

concluded that the dominant variables are significant for each district/city, namely the variable 

percentage of households with PHBS, the percentage of healthy houses, the percentage of 

residents with access to proper sanitation facilities (healthy latrines), the percentage of 

villages/kelurahan that carry out community-based total sanitation, residents with sustainable 

access to drinking water  quality (decent), and the percentage of poor people, which is divided 

into five groups [10]. Meanwhile, research by Mutfi & Ratnasari (2019) obtained the 

conclusion that GWGPR modeling resulted in the percentage of households with PHBS and 

the percentage of handling obstetric complications had a significant effect on the number of 

maternal deaths in all districts/cities in East Java, while the percentage of households receiving 

cash assistance did not have a significant effect on the number of maternal deaths in 

regencies/cities in East Java [11]. 

Thematic Maps 

Thematic mapping provides today’s analysts with an essential geospatial science tool 

for conveying spatial information [12]. Thematic maps are used to visualize and understand 

the spatial spread of the disease and to inform mankind. the processing of thematic data is a 

process with a lot of influencing challenges. The number of classes, the class definition, the 

classification method and the color scheme can affect the displayed map content strongly [13]. 

In forming a thematic map, each region has a different coloring derived from the characteristics 

of an area. One of the staining methods in thematic maps is the Natural Breaks Method. The 

Natural Breaks method is a method of grouping data patterns, where values in a class have a 

certain limit based on the largest range [14]. 

Multicholinearity 

One of the conditions that must be met in the formation of a regression model with 

several predictor variables is that there is no case of multicholinearity or there is no correlation 

between one predictor variable and another predictor variable. Detection of multicollinearity 

cases can be carried out using the VIF Variance Inflation Factor value criterion) [15].  

Multicholinearity can be suspected from the high value of the VIF or in general > 10. The VIF 

is expressed by Equation (1):  

𝑉𝐼𝐹 =
1

1−𝑅𝑗
2 ; 𝑗 = 1, 2, k (1) 

With 𝑅𝑗
2 is the value of the coefficient of determination between the variable xj and other 

variables x with Equation (2). 

𝑅𝑗
2 =

𝑆𝑆𝑅

𝑆𝑆𝑇
=

∑ (�̂�𝑖 − �̅�)2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

 
(2) 

Poisson Regression 

Poisson regression  is a type of regression analysis used to analyze discrete (count data) 

type response variables and sum data in which the response variable (y) follows the Poisson 

distribution [16][17]. Count data is a type of statistical data in which the observations can take 
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only non-negative integer values  which arise from counting rather than ranking [18]. The 

Poisson distribution  expresses the number of events that occur in an interval of time or a certain 

area that does not depend on the number of events that occur in a certain time interval and 

region [19].  The parameters in the Poisson regression model are usually estimated using the 

maximum likelihood estimator (MLE). MLE suffers a breakdown when there is either 

multicollinearity or outliers in the Poisson regression model [20]. The probability of  a Poisson 

Distribution y can be known by the formulation in Equation (3).  

𝑓(𝑦; 𝜇) =
𝑒−𝜇𝜇𝑦

𝑦!
 , 𝑦 = 0,1, 2, dan 𝜇 > 0 (3) 

With μ is the average and variance of the Poisson distribution. The Poisson distribution 

is used to model relatively rare occurrences over a selected period of time. Suppose there is a 

set of data with the following structure, 

𝒚 = [

𝑦1

𝑦2

⋮
𝑦𝑖

] , 𝐗 =

[
 
 
 
1 𝑥11 𝑥12 … 𝑥1𝑝

1 𝑥21 𝑥22 … 𝑥2𝑝

⋮ ⋮ ⋮ ⋱ ⋮
1 𝑥𝑖1 𝑥𝑖1 … 𝑥𝑖𝑝 ]

 
 
 

 

with 𝑦𝑖 = the i-th observation value of the response variable (𝑌) 

𝑥𝑖𝑝= the i-th observation value of the predictor variable (𝑋𝑝) 

Poisson's regression model is written in Equation (4). 

𝜇𝑖 = 𝑒𝑥𝑝(𝒙𝑖
𝑇𝜷) (4) 

with 𝒙𝒊 = [1 𝑥1𝑖 𝑥2𝑖 ⋯ 𝑥𝑖𝑝]𝑻 

𝜷 = [𝛽0 𝛽1 𝛽2 ⋯ 𝛽𝑘]
𝑻 

Overdispersion 

Overdispersed count data arise commonly in disease mapping and infectious disease 

studies [21]. If an overdispersion occurs in discrete data and continues to use Poisson regression 

as a solution method, an invalid conclusion will be obtained because the standard error  value 

is under estimate.  Overdispersion is the dispersion value  of pearson chi-square and deviance 

divided by its degree of freedom, obtained a value greater than 0 by 𝜃 being a dispersion 

parameter [22].  

Generalized Poisson Regression (GPR) 

In reality, this assumption may not hold, either with a variance larger than the mean 

(overdispersion) or otherwise (underdispersion) [18, 19]. Such a violation can result in errors 

in decision making in hypothesis testing due to the occurrence of underestimates [23], [24]. 

GPR model is an appropriate model for data count in case of over/under dispersion.  So that in 

addition 𝜇 to parameters, in GPR models there are also 𝜃 as dispersion parameters. The GPR 

model assumes that its random components are distributed Generalized Poisson (GP). The GP 

distribution is found in Equation (5) [22].  
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𝑓(𝑦; 𝜇; 𝜃) = (
𝜇

1 + 𝜃𝜇
)

𝑦 (1 + 𝜃𝑦)𝑦−1

𝑦!
𝑒𝑥𝑝 (

−𝜇(1 + 𝜃𝑦)

1 + 𝜃𝜇
), 

𝑦 = 0,1,2, .. 

(5) 

The average and variance of GPR models are as follows. 

𝐸(𝑦) = 𝜇 dan 𝑉𝑎𝑟(𝑦) = 𝜇(1 + 𝜃𝜇)2 (6) 

If it is 𝜃 equal to 0 then the GPR model will be a regular Poisson regression model. Meanwhile, 

if the GPR model represents an θ > 0 overdispersion and vice versa if the GPR model 

represents an θ < 0 then underdispersion.  The GPR model has the same shape as the Poisson 

regression model in Equation (7). 

𝜇𝑖 = 𝑒𝑥𝑝(𝒙𝑖
𝑇𝜷) , 𝑖 = 1,2, . . . , 𝑛 (7) 

The estimation of GPR parameters in Equation (7) is carried out using the MLE method 

with the following GPR model likelihood function. 

𝐿(𝜇, 𝜃) = ∏𝑓(𝜇, 𝜃)

𝑛

𝑖=1  

𝐿(𝜇, 𝜃)

= ∏{(
𝜇𝑖

1 + 𝜃𝜇𝑖
)

𝑦𝑖 (1 + 𝜃𝑦𝑖)
(𝑦𝑖−1)

𝑦𝑖!
𝑒𝑥𝑝 (

−𝜇𝑖(1 + 𝜃𝑦𝑖)

1 + 𝜃𝜇𝑖
)}

𝑛

𝑖=1  

𝐿(𝜇, 𝜃)

= (∏(
𝜇𝑖

1 + 𝜃𝜇𝑖
)

𝑦𝑖
𝑛

𝑖=1

)(∏
(1 + 𝜃𝑦𝑖)

(𝑦𝑖−1)

𝑦𝑖!

𝑛

𝑖=1

)𝑒𝑥𝑝(∑
−𝜇𝑖(1 + 𝜃𝑦𝑖)

1 + 𝜃𝜇𝑖

𝑛

𝑖=1

) 

(8) 

Then Equation (8) is changed in the form of a natural logarithm function and substitutes 

the value 𝜇𝑖 = 𝑒𝑥𝑝(𝒙𝑖
𝑇𝜷). Furthermore the natural logarithm equation of the likelihood  

function is derived against 𝜷𝑇 and equated to zero to obtain the parameter �̂�.  Then, to get the 

parameter estimator 𝜃 then the equation is derived against and equated to zero and obtained the 

result 𝜃 in Equation (9).  

 

𝑙𝑛 𝐿(𝜷,𝜃)

𝜃
= ∑ [𝑦𝑖 𝑒𝑥𝑝(𝒙𝑖

𝑇𝜷) (1 +𝑛
𝑖=1

𝜃 𝑒𝑥𝑝(𝒙𝑖
𝑇𝜷))−1 + 𝑦𝑖(𝑦𝑖 − 1)(1 + 𝜃𝑦𝑖)

−1 + 𝛥]         

(9) 

where 𝛥 = −𝑒𝑥𝑝(𝒙𝑖
𝑇𝜷) {𝑦𝒊(1 + 𝜃 𝑒𝑥𝑝(𝒙𝑖

𝑇𝜷))−1 + 𝛥∗} 

and 𝛥∗ = −(1 + 𝜃𝑦𝑖) 𝑒𝑥𝑝(𝒙𝑖
𝑇𝜷) (1 + 𝜃(𝒙𝑖

𝑇𝜷))
−2

 

The decrease in the ln-likelihood function against 𝛃T and θ often results in an implicit 

equation, so that a numerical method is used, namely the Newton-Raphson iteration until a 
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convergent parameter estimator is obtained. 

GPR parameter testing is the same as testing poisson regression parameters. 

Simultaneous testing of GPR parameters is carried out using the MLRT method with the 

following hypothesis. 

𝐻0 ∶  𝛽1 = 𝛽2 = ⋯ = 𝛽𝑘 = 0 
𝐻1 ∶  𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑗 ≠ 0; 𝑗 = 1,2,⋯ , 𝑘 

Test statistics: 𝐷(�̂�) = −2 𝑙𝑛 𝛬 = −2 𝑙𝑛 (
𝐿(�̂�)

𝐿(�̂�)
)         (10) 

Reject H0 if the value is D(β̂) > χ(α,k)
2  which means that there is at least one parameter that has 

a significant effect on the model. Then a partial parameter test is carried out to see the 

significance of the parameter to the model with the following hypothesis. 

H0 ∶  βj = 0 (insignificant influence of the j-th  variable) 

H1 ∶  at least one  βj ≠ 0; j=1,2,…,k (the influence of the j-th  variable is significant) 

The test statistics used follow the z distribution i.e. 

𝑧 =
�̂�𝑗

𝑠𝑒 (�̂�𝑗)
   (11) 

Critical area: Reject H0 if the value of the |Z-statistics| greater than the value  𝑧𝛼
2⁄
where 

α is the level of significance used. 

Testing Aspect of Spatial Data 

Spatial regression is one of the methods used to determine the relationship between 

response variables and predictor variables by paying attention to location or spatial aspects. 

The spatial aspect in question is that the data used has correlated errors and has spatial 

heterogeneity [25]. Unlike ordinary regression, the spatial regression approach considers the 

spatial autocorrelation among the observation. Moreover, the spatial regression models can 

effectively estimate the influence of independent factors on target variables by differentiating 

the spatial dependence by including the lag and error components of independent features [26]. 

Spatial data aspect testing consists of spatial dependency testing and spatial 

heterogeneity testing. Spatial dependency testing is performed to see if observations at one 

location have an effect on observations in other locations that are close together. Spatial 

dependency testing was performed using Moran's I test statistics  with the following hypothesis 

[25]. 

H0 :  I = 0  (no spatial dependencies)  

H1 ∶  I ≠ 0  (there are spatial dependencies) 

Test statistics : 

𝑍ℎ𝑖𝑡 =
𝐼 − 𝐸(𝐼)

√𝑉𝑎𝑟(𝐼)
 

(12) 

where, 

𝐼 : moran index i.e. 𝐼 =
𝑒𝑇𝑊𝑒

𝑒𝑇𝑒
 

𝑍ℎ𝑖𝑡 : statistical value of Moran index test 
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W : spatial weighting matrix 

𝐸(𝐼) : the expectation value of the Moran index is 𝐸(𝐼) =
𝑡𝑟(𝑀𝑊)

(𝑛−𝑘)
 

𝑉𝑎𝑟(𝐼) : the standard deviation of the Moran index is  

𝑉𝑎𝑟(𝐼) =
[𝑡𝑟(𝑴𝑾𝑴𝑾𝑻) + 𝑡𝑟(𝑴𝑾)2 + (𝑡𝑟(𝑴𝑾))

2
]

𝑑 − 𝐸(𝐼)2
 

(13) 

with, 𝑑 = (𝑛 − 𝑘)(𝑛 − 𝑘 + 2) 

𝑀 = (𝐼 − 𝑿(𝑿𝑇𝑿)−1𝑿𝑇). 

Decision: Reject H0 if the value |Z-statistics| > 𝑍𝛼/2 or p-value < , which means there 

are spatial dependencies in the model. 

Spatial heterogeneity testing is carried out to see if there are any peculiarities at each 

observation site, so that the resulting regression parameters vary spatially. Spatial heterogeneity 

testing was carried out using Breusch-Pagan test statistics with the following hypothesis.  

𝐻0 ∶  𝜎1
2 = 𝜎2

2 = ⋯ = 𝜎𝑛
2 = 𝜎2  (variance between locations is the same) 

𝐻1 ∶ there is at least one 𝜎𝑖
2 ≠ 𝜎2 (variance between locations is different) 

Test statistics 

: 𝐵𝑃 = (1/2)𝒇𝑻𝒁(𝒁𝑻𝒁)−1𝒁𝑻𝒇               (14) 

Where 

𝑓 = (𝑓1, 𝑓2, . . . , 𝑓𝑛)𝑇with 𝑓𝑖 = (
�̂�𝑖

2

�̂�2 − 1) 

With iê is the residual of the Ordinary Least Square (OLS) method for the i-th 

observation, Z is a 𝑛𝑥(𝑘 + 1) sized matrix containing vectors that are already in the standard 

normal for each observation.  

Decision: Reject H0 if the value of the 𝐵𝑃 > 𝜒(𝛼,𝑘−1)
2  or p-value <  which means that 

heteroskedasticity occurs in the model. 

Geographically Weighted Generalized Poisson Regression (GWGPR) 

The Geographically Weighted Generalized Poisson Regression (GWGPR) model is a 

GPR regression development model that uses geographical weighting, specifically latitude and 

longitude points, in parameter estimation, resulting in different parameter estimates per region. 

The probability distribution function of the GWGPR for each location is contained in Equation 

(15). 

𝑓(𝑦𝑖|𝜇𝑖, 𝜃) = (
𝜇𝑖

1 + 𝜃𝜇𝑖
)

𝑦𝑖 (1 + 𝜃𝑦𝑖)
𝑦𝑖−1

𝑦𝑖!
𝑒𝑥𝑝 (

−𝜇𝑖(1 + 𝜃𝑦𝑖)

1 + 𝜃𝜇𝑖
) 

(15) 
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Where 𝝁𝒊 

= 𝑒𝑥𝑝  (∑ 𝛽𝑗(𝑢𝑖, 𝑣𝑖)
𝑘
𝑗=0  𝑥𝑗𝑖), (16) 

so  𝒚𝒊~𝑒𝑥𝑝  (∑ 𝛽𝑗(𝑢𝑖 , 𝑣𝑖)
𝑘
𝑗=0  𝑥𝑗𝑖) (17) 

The form of the GWGPR equation is found in Equation (18). 

 𝝁𝒊 = 𝑒𝑋𝑖
𝑇𝛽(𝑢𝑖,𝑣𝑖)  

𝝁𝒊 = 𝑒𝑥𝑝 (𝛽0(𝑢𝑖, 𝑣𝑖) + (𝛽0(𝑢𝑖, 𝑣𝑖)𝑥𝑖1 + ⋯+ (𝛽𝑘(𝑢𝑖, 𝑣𝑖)𝑥𝑖𝑘  

(18) 

Where k is the multiplicity of predictor variables, 𝑦𝑖 is the observation value of the i-th 

response, 𝑥𝑗𝑖 is the observed value of the j-th predictor variable on the observation of location 

(𝑢𝑖, 𝑣𝑖), 𝛽𝑗(𝑢𝑖 , 𝑣𝑖) is the regression coefficient of the j-th predictor variable for each location 

(𝑢𝑖, 𝑣𝑖), and (𝑢𝑖, 𝑣𝑖) is the latitude and longitude coordinates of the i-th point  at a geographical 

location. 

GWGPR models require graphics weighting and bandwidth in their parameter 

estimation.  Theoretically, bandwidth is a circle with a radius of b from the center point of the 

location which is used as the basis for determining the weight of each observation of the 

regression model at that location. The selection of  the optimum bandwidth is very important 

because it will affect the accuracy of the model to the data, namely regulating the variance and 

bias of the model. The determination of the optimum method was carried out using the Cross 

Validation (CV)  method with Equation (19) [27]. 

  𝐶𝑉(𝑏) = ∑ (𝑦𝑖 − �̂�≠𝑖(𝑏))
2𝑛

𝑖=1  (19) 

By �̂�≠𝑖(𝑏) being an estimator 𝑦𝑖 value with location (𝑢𝑖, 𝑣𝑖) observation is omitted from 

the estimation process.  

In the process of estimating the parameters of the GWGPR model at a point it is 

necessary to have a spatial weighting where the weighting used is a kernel function. (𝑢𝑖 , 𝑣𝑖). 

In this study, the Adaptive Bisquare kernel function was used with the formula in Equation 

(20). 

𝑤𝑖𝑗(𝑢𝑖, 𝑣𝑖)

= {
(1 − (

𝑑𝑖𝑗

𝑏𝑖(𝑝)
⁄ )

2

)

2

, untuk 𝑑𝑖𝑗 ≤ 𝑏𝑖(𝑝)

0 , untuk 𝑑𝑖𝑗 > 𝑏𝑖(𝑝)

 

(20) 

with is 𝑑𝑖𝑗 = √(𝑢𝑖 − 𝑢𝑗)
 2

+ (𝑣𝑖 − 𝑣𝑗)
 2

the Euclidean distance  between location 

(𝑢𝑖, 𝑣𝑖) and location (𝑢𝑗 , 𝑣𝑗), and b is  the optimum bandwidth value  at each location. 

The estimation of the parameters of the GWGPR model is carried out using the MLE 

method, namely by maximizing the likelihood function [27]. The first step of this method is to 

form the likelihood function.  The likelihood function of the GWGPR model is found in 

Equation (21). 
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𝐿(𝜃, 𝜷(𝑢𝑖, 𝑣𝑖), 𝑖 = 1,2, … , 𝑛) = ∏𝑓(𝑦𝑖)

𝑛

𝑖=1

 

𝐿(𝜃, 𝜷(𝑢𝑖, 𝑣𝑖), 𝑖 = 1,2, … , 𝑛)

= ∏(
𝜇𝑖

1 + 𝜃𝜇𝑖
)

𝑦𝑖 (1 + 𝜃𝑦𝑖)
𝑦𝑖−1

𝑦𝑖!
𝑒𝑥𝑝 (

−𝜇𝑖(1 + 𝜃𝑦𝑖)

1 + 𝜃𝜇𝑖
)

𝑛

𝑖=1

 

(21) 

In the GWGPR model, the factors that are considered as weights are the geographical 

factors of each observation location. The natural logarithm function (ln) likelihood based on 

geographical factors is found in Equation (22). 

ln ((𝐿∗((𝜃, 𝜷(𝑢𝑖, 𝑣𝑖))) 

= ∑ 𝑤𝑖𝑖∗

𝑛

𝑖∗=1

[ 𝑦𝑖∗𝒙𝑖∗
𝑇 𝜷(𝑢𝑖, 𝑣𝑖)] + ∑ 𝑤𝑖𝑖∗

𝑛

𝑖∗=1

[− 𝑦𝑖∗  𝑙𝑛 (1 + 𝜃𝑒𝒙𝑖∗
𝑇 𝜷(𝑢𝑖,𝑣𝑖))] 

+ ∑ 𝑤𝑖𝑖∗

𝑛

𝑖∗=1

[(𝑦𝑖∗ − 1) ln(1 + 𝜃 𝑦𝑖∗) − ln( 𝑦𝑖∗!)] 

+ ∑ 𝑤𝑖𝑖∗

𝑛

𝑖∗=1

[
𝑒𝒙𝑖∗

𝑇 𝜷(𝑢𝑖,𝑣𝑖)(1 + 𝜃 𝑦𝑖∗)

1 + 𝜃𝑒𝒙𝑖∗
𝑇 𝜷(𝑢𝑖,𝑣𝑖)

] 

 

(22) 

Furthermore, a Newton Rhapson iteration was carried out  in order to obtain a parameter 

estimator of the GWGPR model that closes the form until it iterates to m = m + 1 the �̂�(m)
∗  

convergent value,  that is, ‖�̂�(m+1)
∗ − �̂�(m)

∗ ‖ < ε whereε it is a very small number of 10-6. 

One method of simultaneously testing model parameters can use the Maximum 

Likelihood Ratio Test (MLRT) to test the significance of geographical or location factors. The 

hypotheses used are as follows [28]. 

Simultaneous Testing of GWGPR models 

Simultaneous testing was carried out using mlrt with the following hypothesis. 

𝐻0 ∶  𝛽1(𝑢1, 𝑣1) = 𝛽2(𝑢2, 𝑣2) = ⋯ = 𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 0; 𝑖 = 1,2, … , 𝑛 
𝐻1 : there is at least one β𝑘(𝑢𝑖, 𝑣𝑖) ≠ 0; 𝑖 = 1,2, … , 𝑛 

The test statistics used are likelihood ratio statistics in Equation (23). 

𝐷(�̂�(𝑢𝑖, 𝑣𝑖), 𝑖 = 1,2, … , 𝑛) = −2 ln(∧) = −2𝑙𝑛 (
𝐿(�̂�)

𝐿(�̂�)
) (23) 

Decision: Reject H0 if the value 𝐷 (�̂�(𝑢𝑖, 𝑣𝑖)) > 𝜒2
(𝛼,𝑑𝑏) which means that there is at 

least one predictor variable in the GWGPR model that has a significant effect on the response 

variable. 

Partial Parameter Testing 

Partial parameter testing is carried out to find out which parameters have a significant 

effect on the response variables at each location with the following hypothesis. 
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𝐻0 ∶  𝛽𝑗(𝑢𝑖, 𝑣𝑖) = 0 (variable xji has no significant effect)  

𝐻1 ∶  minimal ada satu 𝛽𝑗(𝑢𝑖 , 𝑣𝑖) ≠ 0; j=1.2. k; i=1.2,...,n 

The test statistics used are z test statistics, in Equation (24). 

𝑧 =
�̂�𝑗(𝑢𝑖, 𝑣𝑖)

𝑠𝑒 (�̂�𝑗(𝑢𝑖 , 𝑣𝑖))
=

�̂�𝑗(𝑢𝑖, 𝑣𝑖)

√𝑉𝑎𝑟 (�̂�𝑗(𝑢𝑖, 𝑣𝑖))

 
(24) 

The area of rejection is H0 will be rejected if the value of |Z-statistics| greater than 𝑧𝛼
2⁄
, 

where α is the level of significance used. 

Tuberculosis 

Tuberculosis is an infectious disease infection caused by Mycobacterium tuberculosis, 

a rod-shaped and acid-resistant bacterium, so it is called Acid Resistant Bacteria (BTA) and is 

a bacillus bacterium that is so strong that it takes a long time to treat it. Tuberculosis can affect 

anyone, especially the population of productive age or who are still actively working, namely 

the age of 15-50 years. In almost all cases, tuberculosis infection is acquired through the 

inhalation of fairly small particles of germs (about 1-5 μm). Droplets are secreted during 

coughing, laughing, or sneezing. A pulmonary-infected nucleus can occur, the inhaled 

organism must first fight the pulmonary defense mechanisms and enter the lung tissue [29].  

People from low socioeconomic-status populations are known to be at high risk of 

becoming sick from tuberculosis, and in low-burden tuberculosis countries, substantial declines 

in tuberculosis morbidity and mortality have occurred as a result of improvement in overall 

living conditions [30]. indoor air pollution, living in a house with a low number of windows 

per room, and socioeconomic position of the household, can be powerful predictors of 

tuberculosis infection and disease [31]. Furthermore, people who have had one episode of 

tuberculosis are at increased risk of developing tuberculosis again, further exacerbating the 

vicious cycle of poverty and tuberculosis. Addressing socioeconomic factors, including 

smoking and indoor air pollution, could be just as important as addressing host and pathogen 

factors in easing the global burden of tuberculosis. A controlled human infection model to 

improve the understanding tuberculosis infection is an unmet need in the field [32].  

Method 

Data Source 

The data used in this study are secondary data obtained from the Indonesian Statistical 

Publication obtained from  the website of the  Central Statistics Agency of the Republic of 

Indonesia (www.bps.go.id),  the publication of the Indonesian Health Profile 2021 obtained 

from  the website of the Ministry of Health of the Republic of Indonesia (www.kemkes.go.id), 

and data on the coordinates of Indonesia's longitude latitude obtained from the Github website  

(https://github.com). This research unit is 34 provinces in Indonesia. 

Research Variable 

The variables used in this study are research variables from object data, namely 34 

Indonesian provinces in Table 1. 
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Table 1. Research Variable 

Variable Information Unit 

Y Number of cases of tuberculosis disease Case 

X1 Percentage of poor population Percent 

X2 Population density Soul/km2 

X3 Percentage of health complaints Percent 

X4 
Percentage of households that have access to adequate drinking 

water source services 
Percent 

X5 Percentage of households that have access to proper sanitation Percent 

X6 Percentage of livable houses Percent 

X7 Percentage of malnutrition of the community Percent 

X8 Percentage of the population of productive age Percent 

X9 Percentage of health workers Percent 

X10 
Percentage of places and public facilities that are supervised 

according to standards 
Percent 

X11 
Percentage of food management places that meet the requirements 

according to standards 
Percent 

X12 Percentage of residents who smoke Percent 

𝑢 Latitude coordinates - 

𝑣 Longitude coordinates - 

Analysis Method 

This study will analyze what variables are suspected to affect the number of tuberculosis cases 

in Indonesia using the Geographically Weighted Generalized Poisson Regression (GWGPR) 

method because the number of tuberculosis cases in Indonesia is a data count that follows the 

Poisson distribution. Poisson regression is very suitable for analyzing count data. The 

Geographically Weighted Generalized Poisson Regression (GWGPR) model is a GPR 

regression development model but uses geographical weighting, namely latitude and longitude 

points in the parameter estimation, so that different parameter estimates will be generated for 

each region. The analysis steps carried out in this study are GWGPR as follows. 

a. Describe the characteristics of tuberculosis disease data along with the factors that affect 

tuberculosis disease in provinces in Indonesia. 

b. Create a thematic map of provinces in Indonesia using the Natural Breaks method. 

c. Perform a multicholinearity analysis on predictor variables by looking at vif values. 

d. Perform a Poisson regression analysis with the following steps. 

e. Perform parameter estimation of the Poisson regression model 

f. Perform signification testing of Poisson regression model parameters simultaneously 

g. Perform partial poisson regression model parameter signification testing 

h. Perform the dispersion test of the Poisson regression model 

i. Perform a GPR analysis with the following steps. 

j. Perform parameter estimation of GPR models 

a. Perform simultaneous signification testing of GPR model parameters 

k. Perform partial GPR model parameter signification testing 

l. Test aspects of spatial data to see spatial heterogeneity of data 

m. Perform a GWGPR analysis with the following steps. 

n. Calculating euclidean distances between observation sites based on geographical 

position.  

o. Determine the optimum bandwidth by using Cross Validation (CV) 
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p. Calculate the weighting matrix by using the Adaptive Bisquare Kernel weighting 

function 

q. Perform parameter estimation of the GWGPR model  

r. Perform simultaneous and partial GWGPR model parameter significance tests on regions 

where model parameters have been estimated 

s. Perform the formation of a grouping map 

t. Interpreting the results obtained 

u. Draw conclusions and suggestions. 

Result and discussion 

Data Characteristics and Map of Distribution of Research Variables 

Data characteristics of the number of tuberculosis cases in each province in Indonesia 

and 12 predictor variables that are suspected to affect the number of tuberculosis cases in 

Indonesia are contained in Table 2. 

Table 2. Data Characteristics 

Variable Median Variance Min Max 

Y 4490 250,161,857 918 79,423 

X1 8.735 29.569 3.780 26.64 

X2 103 7,338,488 9 15,907 

X3 28.02 38.81 15.97 44.00 

X4 87,95 91.96 62.47 99.84 

X5 79.90 99.12 40.31 96.96 

X6 58,83 159.52 28.56 86.19 

X7 1.150 0.420 0.100 2.900 

X8 68.964 2.024 64.440 71.566 

X9 0.01901 0.00094 0.00451 0.11734 

X10 55.55 768.72 0.00 94.60 

X11 45.45 169.80 12.70 70.00 

X12 27.74 8.236 20.500 33.430 

Table 2 shows that the middle value of the number of tuberculosis cases in Indonesia 

in 2020 has a middle value of 4,490 cases with a large variance of 250,161,657. The magnitude 

of the variance value indicates that there are many diversity or differences in tuberculosis cases 

in each province in Indonesia. The highest number of tuberculosis cases in 2020 was 79,423 

cases, namely in West Java Province, while the lowest number of tuberculosis cases in 2020 

was 918 cases, namely in North Kalimantan Province.  

The distribution of data based on each research variable is displayed in the form of a 

thematic map with the aim that the distribution of data from each variable can be known easily. 

The map of the distribution of the number of tuberculosis cases in Indonesia is found in Figure 

1. 

Figure 1 shows that the distribution of the number of tuberculosis cases in Indonesia is 

divided into three categories, namely low (918-9,600 cases), medium (9,601-24,274 cases), 

and high (24,275-79,423 cases). The provinces that have a relatively high number of 

tuberculosis cases (24,275-79,423 cases) are West Java Province, East Java Province, and 

Central Java Province. Meanwhile, the provinces that have a relatively low number of 
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tuberculosis cases (918-9,600 cases) are Aceh, West Sumatra, Riau, Jambi, South Sumatra, 

Bengkulu, Bangka Belitung Islands, Riau Islands, In Yogyakarta, Banten, Bali, West Nusa 

Tenggara, East Nusa Tenggara, West Kalimantan, Central Kalimantan, South Kalimantan, East 

Kalimantan, North Kalimantan, North Sulawesi, Central Sulawesi, Southeast Sulawesi, 

Gorontalo, West Sulawesi, Maluku, North Maluku, West Papua, and Papua. 

Patterns of Relationships Between Variables 

The pattern of the relationship between the number of cases of tuberculosis disease and 

the factors affecting it needs to be identified before modeling. Identification of the pattern of 

relationship between the response variables of the number of tuberculosis disease cases and the 

factors affecting it was carried out using the scatter plot in Figure 2.  

Figure 2 shows the pattern of the relationship between the number of tuberculosis cases 

in Indonesia in 2020 with factors suspected to have an effect It is visually seen that the 

relationship between the number of tuberculosis cases (Y) and population density (X2), the 

percentage of health complaints (X3), the percentage of households that have access to adequate 

drinking water source services (X4 ), the percentage of the population of productive age (X8), 

the percentage of health workers (X9), and the percentage of the population who smoke (X12) 

tend to have a positive linear relationship which means it is directly proportional to the number 

of tuberculosis cases. Meanwhile, the variables of the percentage of poor people (X1), the 

percentage of households that have access to proper sanitation (X5), the percentage of 

households occupying livable houses (X6), the percentage of malnutrition of the community 

(X7), the percentage of Public Places and Facilities (TFU) carried out supervision according to 

standards (X10 ), and the percentage of Food Management Sites (TPP) that meet the 

requirements according to the standard (X11) tends not to have a linear relationship. This can 

be caused by an outlier in the data. 

Multicholinearity 

Detection of multicollinearity cases is carried out using the criteria of the value of VIF 

(Variance Inflation Factor). The VIF values on each predictor variable are shown in Table 3.  

Table 3. VIF Values 

Variable VIF Values Variable VIF Values 

X1 2.36 X7 2.10 

X2 9.85 X8 4.10 

X3 2.22 X9 3.86 

X4 6.68 X10 3.01 

X5 5.17 X11 2.64 

X6 5.49 X12 3.34 

Table 3 informs that all predictor variables have met the non-multicholinearity 

assumption because the VIF value of the 12 predictor variables <10. This suggests that no 

predictor variable correlates with each other with other predictor variables.  
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Overdispersion Examination Poisson Regression 

Detecting the presence of overdispersion can be done by looking at the devians value 

in the Poisson regression model divided by the degree of freedom, with the results contained 

in Table  

Table 4. Overdispersion 

Devians db 𝜽 

38,352.1217 21 1,826.915 

Table 4 shows that the devians value was obtained at 38,352.1217 with a free degree of 

21. The value of the quotient of the Devians of the Poisson regression model with free degree 

is 1,826.915. The quotient value is greater than 0 which indicates the occurrence of a case of 

overdispersion or a variance value greater than the average value so to overcome it can use 

Generalized Poisson Regression (GPR). 

Modeling the Number of Tuberculosis Cases in Indonesia in 2020 Using GPR 

One method that can be used to analyze data that occurs in cases of overdispersion is 

Generalized Poisson Regression (GPR). Estimation and testing of GPR model parameters are 

contained in Table 5. 

Table 5. Estimated GPR Model Parameters 

Parameter Estimation |Z-statistics| Z0,05/2 P-value Decision 

𝛽0 39.321 1.06 1.96 0.2952 Failed to Reject H0 

𝛽1 -0.00973 -0.49 1.96 0.6307 Failed to Reject H0 

𝛽2 0.00717 1.62 1.96 0.1155 Failed to Reject H0 

𝛽3 -0.01731 -1.3 1.96 0.2026 Failed to Reject H0 

𝛽4 0.02512 2 1.96 0.0539 Failed to Reject H0 

𝛽5 -0.01547 -1.2 1.96 0.2372 Failed to Reject H0 

𝛽6 -0.01691 -2.12 1.96 0.0418 Reject H0 

𝛽7 0.1112 0.63 1.96 0.5315 Failed to Reject H0 

𝛽8 0.0446 0.84 1.96 0.4062 Failed to Reject H0 

𝛽9 747.962 5.76 1.96 <0.0001 Reject H0 

𝛽10 0.005339 1.35 1.96 0.1852 Failed to Reject H0 

𝛽11 -0.01455 -2.32 1.96 0.0263 Reject H0 

𝛽12 0.0301 0.87 1.96 0.393 Failed to Reject H0 

Deviance 1,040,959     

Simultaneous testing of GPR model parameters aims to determine whether the predictor 

variable has a significant influence on the response variable simultaneously. The hypothesis on 

simultaneous testing is as follows. 

Hypothesis:  

H0: (𝛽1 = 𝛽2 = ⋯ = 𝛽12 = 0All predictor variables have no significant effect on the number 

of tuberculosis cases in Indonesia) 

H1: there is at least one (There is at least 1 predictor variable β𝑗 ≠ 0;   𝑗 = 1,2,⋯ ,12 that has 

a significant effect on the number of tuberculosis cases in Indonesia) 

Significant level: 𝛼 = 0.05 

Critical area: Reject H0 if the value 𝐷(�̂�) > 𝑋(𝛼,𝑘)
2  
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The test statistics using the devians value contained in Table 5 showed that the test 

statistical value of 𝐷(�̂�) is 1,040,959 was greater than 𝑋(0.05;12)
2  = 21.02, so a decision was 

made to reject H0. This means that there is at least one predictor variable that has a significant 

effect on the number of tuberculosis cases in Indonesia.  

In order to find out which variables have an effect, it can be continued on a partial test 

with the following hypothesis. 

Hypothesis: 

𝐻0 ∶  𝛽𝑗 = 0 (The j-th variable has no significant effect on the number of tuberculosis cases in 

Indonesia) 

𝐻1 ∶  a𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑗 ≠ 0; j=1. 2.,12 (The j-th variable has a significant effect on the number 

of tuberculosis cases in Indonesia) 

Significant level: 𝛼 = 0.05 

Critical area: Reject H0 if the value and 𝑍ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑍𝛼/2p-value < 𝛼 

The statistics test uses the |Z-statistics| values found in Table 4.  The parameter is said 

to have a significant effect on the model (reject H0) if the value of |Z-statistics| > Z0.05/2 is 

reinforced by the p-value value of < 𝛼. With a significance level of 5% obtained a Z value of 

0.05/2 of 1.96 and a p-value of < 𝛼 = 0.05, the parameters that have a significant effect on the 

model are the percentage of households occupying livable houses (X6), the percentage of health 

workers (X9), and the percentage of Food Management Sites (TPP) that meet all standards (X11). 

The formed GPR model is as follows.  

�̂� =exp (3.9321 − 0.00973 X1 + 0.00717 X2 − 0.01731 X3 + 0.02512 X4 − 0.01547 X5 

− 0.01691 X6 + 0,1112 X7 + 0.0446 X8 + 74.7962 X9 + 0.005339 X10 − 0.01455 X11 + 0,03010 

X12) 

Testing Aspects of Spatial Data 

Spatial aspect testing is carried out to find out whether there are spatial aspects in the 

data or not. Testing aspects of spatial data can be done by conducting spatial dependency testing 

and spatial heterogeneity testing. Spatial dependency testing was performed using Moran's I 

test statistics with the following hypothesis. 

Hypothesis: 

𝐻0 :  𝐼 = 0  (no spatial dependencies)  

𝐻1 ∶  𝐼 ≠ 0  (there are spatial dependencies) 

Significant level: 𝛼 = 0.05  

Critical Area: Reject H0 if the value is p-value< 

Based on the test results using R software, a p-value of 0.00 is smaller than the 

significance level of 5%, so it fails to reject H0 which means there are spatial dependencies 

between regions. Then, spatial heterogeneity testing was carried out using Breusch-Pagan (BP) 

test statistics with the following hypothesis.  

𝐻0 ∶  𝜎1
2 = 𝜎2

2 = ⋯ = 𝜎34
2 = 𝜎2  (variance between locations is the same)  
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𝐻1 ∶ there is at least one (variance between different locations)𝜎𝑖
2 ≠ 𝜎2, 𝑖 = 1,2, … ,34 

Significant level: 𝛼 = 0.05 

Decision: Reject H0 if the value of > and 𝐵𝑃𝜒(𝛼,𝑘−1)
2 p-value< 

Test statistics:  

Table 6. Spatial Heterogeneity Testing Results 

BP k 𝑿(𝟎,𝟎𝟓;𝟏𝟏)
𝟐  p-value 

21,827 12 19,67 0,02 

Table 6 shows that the statistical value  of the BP  test of 21.827 is greater than the 

value of𝑋(0.05;11)
2   19.67 reinforced by a p-value of 0.02 less than 𝛼 = 0.05 so it was decided 

to reject H0 which means that the variance between locations is different or there is spatial 

heterogeneity in the faithfulp  The observation location is a province in Indonesia and the 

analysis can be continued using the GWGPR method. This study uses GWGPR or spatial points 

because they want to find out more about the condition of each region. 

Modeling The Number Of Tuberculosis Cases In Indonesia In 2020 Using Gwgpr 

Data on the number of tuberculosis cases in Indonesia occurs cases of overdispersion 

and there are spatial influences. Thus, the appropriate analysis method used is the 

Geographically Weighted Generalized Poisson Regression (GWGPR) method. Modeling the 

number of tuberculosis cases in Indonesia with GWGPR consists of testing aspects of spatial 

data, estimating parameters, testing the significance of parameters simultaneously, and testing 

the significance of parameters partially. This study uses Adaptive Bisquare Kernel because the 

use of this method for determining bandwidth values will be suitable for scattered observations 

with irregular and grouped patterns. The Adaptive Bisquare Kernel method makes it possible 

to obtain different bandwidth values for all observation points. This is because the Adaptive 

Bisquare Kernel method can adjust to the conditions of the observation point. 

Simultaneous testing of the parameters of the GWGPR model aims to determine 

whether the predictor variable has a significant influence on the response variable 

simultaneously. The hypothesis on simultaneous testing is as follows. 

Hypothesis:  

H0: 𝛽1(𝑢𝑖, 𝑣𝑖) = 𝛽2(𝑢𝑖, 𝑣𝑖) = ⋯ = 𝛽12(𝑢𝑖, 𝑣𝑖) = 0 ; i=1, 2,34 

(All predictor variables have no significant effect on the number of tuberculosis cases 

in Indonesia) 

H1: there is at least one𝛽𝑗(𝑢𝑖 , 𝑣𝑖) ≠ 0; i=1, 2,34 (There is at least 1 predictor variable that has 

a significant effect on the number of tuberculosis cases in Indonesia) 

Significant level: 𝛼 = 0.05 

Critical area: Reject H0 if the value and 𝐷(�̂�) > 𝑋(𝛼,𝑑𝑓)
2 p-value < 𝛼 

Test Statistics: 

Table 7. GWGPR Simultaneous Testing Results 

𝑫(�̂�) df 𝑿(𝟎,𝟎𝟓;𝟏𝟐)
𝟐  

2,131,543.55 12 21.02 
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Table 7 shows that the statistical value of the test of 𝐷(�̂�) = 2,131,543.55 is greater 

than 𝑋(0.05;12)
2  the amount of 21.02, so a decision was made to reject H0. This means that there 

is at least one parameter of the GWGPR model that has a significant effect on the number of 

tuberculosis cases in Indonesia. In order to find out which variables have an effect, it can be 

continued on a partial test with the following hypothesis. 

Hypothesis:  

𝐻0 ∶  𝛽𝑗(𝑢𝑖 , 𝑣𝑖) = 0 

(Variable xji has no significant effect on the number of tuberculosis cases in Indonesia) 

𝐻1 ∶  minimal ada satu 𝛽𝑗(𝑢𝑖 , 𝑣𝑖) ≠ 0;j=1,2,...,12;i=1,2,...,34 

(Variable xji has a significant effect on the number of tuberculosis cases in Indonesia) 

Based on the calculation results, a different |Z-statistics| value  is obtained at each 

location. Test statistics can be viewed based on the value of the |Z-statistics| each of the 

parameters of the predictor variable compared to Z0.05/2 which is 1.96. When the value is |Z-

statistics|> 1.96 then Reject H0, which means a significant parameter to the model. The results 

of significant parameters were then grouped to find out the mapping of the entire province. The 

grouping results show that there are three variables that have a significant effect on all 

provinces in Indonesia, namely the percentage of poor people (X1), population density (X2), and 

the percentage of people of productive age (X8). A variable that has no significant effect for all 

provinces in Indonesia is the percentage of households that have access to adequate drinking 

water source services (X4). The variable percentage of community malnutrition (X7) has a 

significant effect in 33 provinces in Indonesia. The variable percentage of health workers (X9) 

has a significant effect in 27 provinces in Indonesia. The variable percentage of public places 

and facilities carried out supervision according to standards (X10) has a significant effect in 22 

provinces in Indonesia. The variables of the percentage of households that have access to 

proper sanitation (X5), the percentage of livable houses (X6), and the percentage of food 

management sites that meet the requirements according to the standard (X11) have a significant 

effect in 24 provinces in Indonesia. The variable percentage of the population smoking (X12) 

had a significant effect in 8 provinces in Indonesia. The variable percentage of health 

complaints (X3) has a significant effect in 4 provinces in Indonesia. Mapping of regions based 

on significant variables in Figure 3. 

Figure 3 shows that there are 12 groups with adjacent regions that tend to have similar 

characteristics. After obtaining significant variables from the results of partial parameter 

testing, an example model was presented in one of the locations, namely North Sulawesi 

Province. The results of estimating GWGPR parameters and significant parameters in North 

Sulawesi Province show that the percentage of poor people (X1), population density (X2), 

percentage of households that have access to proper sanitation (X5), percentage of livable 

houses (X6), percentage of the population of productive age (X8), percentage of health workers 

( X9), and the percentage of the population smoking (X12) had a significant effect on the model. 

The GWGPR model formed in North Sulawesi Province is as follows.  

�̂�=exp(0.001993 + 0.028418 X1 − 0.000051 X2 + 0.001855 X3 − 0.003787 X4 + 

0.024064 X5 − 0.013314 X6 − 0.046415 X7 + 0.129289 X8 − 0.00076 X9 − 0.000247 X10 − 

0.000569 X11 + 0.019703 X12) 
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The model can be interpreted, one of which isthat every increase in the percentage of 

the population who smokes (X12) by 1%, it will increase the number of tuberculosis cases by 

exp (0.019703) = 1.02 times the previous number assuming the other variables are constant. 

Conclusion 

The conclusions obtained based on the results of the analysis that has been carried out 

are as follows. 

1. The results of the data characteristics show that there are many diversity or differences 

in tuberculosis cases in each province in Indonesia. The highest number of tuberculosis 

cases in 2020 was 79,423 cases, namely in West Java Province, while the lowest was 

918 cases in North Kalimantan Province. 

2. Modeling using GWGPR shows that 12 provincial groups were formed according to 

variables that had a significant effect on the number of tuberculosis cases in Indonesia.  

There are three variables that have a significant effect on all provinces in Indonesia, 

namely the percentage of poor people (X1), population density (X2), and the percentage 

of people of productive age (X8). A variable that has no significant effect for all 

provinces in Indonesia is the percentage of households that have access to adequate 

drinking water source services (X4). 
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 Figure. 1. Maping of Tuberculosis Cases in Indonesia 

 
Figure. 2. Patterns of Relationship Between Variable 
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Figure. 3. Results of Provincial Grouping with the  


