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Abstract— Many institutions have suffered significant financial 

losses as a result of malware's rapid growth over the previous decade, 

according to studies. Anti-malware businesses have come up with a 

variety of ways to protect against these threats. The anti-malware 

profession is facing new problems due to the increasing speed, size, 

and complexities of malware. During malware detection, malware 

classification is a key element of malware analysis. In order to 

determine whether a given sample is infected with malware or not, a 

range of analysis methods can be utilized, including static analysis, 

dynamic analysis, and hybrid analysis techniques. After examination, 

virus and benign files may be easily distinguished by their distinct 

properties. Detection systems are more successful when they can 

identify specific malware traits using analytical approaches. Static 

and dynamic analysis tools may be used to build up analysis settings 

in a variety of ways. The malware classifiers are trained in the second 

step. Malware categorization used to be done using conventional 

techniques, however nowadays machine learning algorithms are 

utilized since they are able to handle the increasing complexity and 

speed of malware evolution. Machine and deep learning approaches 

have advanced the field of malware detection by enabling the 

development of more effective and efficient techniques. This research 

paper provides a comprehensive examination of the current state-of-

the-art in malware detection techniques, focusing specifically on the 

latest advancements and approaches utilizing machine learning and 

deep learning methods.  
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I. INTRODUCTION  

Programs that are designed to target and harm digital 
devices (windows, android, scada, cloud systems) are known as 
"malware". Based on the way they behave and the activities 
they execute, malicious software may be divided into a wide 
variety of types, such as trojans, rootkit, and virus attacks [1]. 
The ultimate goal of cybercriminals is to gain financial gain, 
obtain confidential and sensitive data, exploit computing 
resources, and disrupt network services, among other malicious 
activities, by targeting vulnerable computer systems. [2][3]. 

One of the most serious threats to network security is 
malicious software. Malware is classified based on how it 
influences the computer, the program's functioning, and the 
method for its growth [4]. after each iteration, the structure of 
malware evolves. This is a fundamental difference between the 
two approaches. The malware's dynamic nature makes it more 
difficult to identify and quarantine [5]. Malware detection 
relies heavily on signatures, heuristics, normalization, and 
machine and deep learning approach. A large feature library 
may be compiled using traditional signature-based approaches 
by extracting binary signatures from malware, but this takes a 

long time and effort [6]. In addition, advanced malware like 
polymorphic, metamorphic, and packed malware, which are 
extremely difficult to spot and analyse, are created by 
employing encryption and encoding methods [7]. 

In recent years, the field of malware detection has 
witnessed a proliferation of innovative techniques and 
methodologies, such as multi-signature detection, static 
analysis, dynamic detection, and heuristic detection, among 
others, which aim to enhance the accuracy and efficacy of 
malware detection and prevention. Anti-malware detection 
technology, on the other hand, is improving all the time. 
Object-code obfuscation, code restructuring, and other 
techniques have all been used by malware to adapt their 
functionality [8]. More than half of the new malware that is 
created each minute is a variation of an existing virus, 
according to research by Symantec and McAfee. 

 

Fig. 1. Top 10 malware in march-24 

Machine learning has long been seen as a promising 
strategy by anti-malware developers. When compared with 
conventional malware that was wide and accessible, modern 
malware is more specialized, stealth and has a long-term 
presence compared to conventional malware that was only 
executed once [9]. The identification of zero-day infection is 
difficult since it utilizes newer vulnerabilities that have not yet 
been disclosed [10]. A wide range of computer science fields 
now use Artificial Intelligence, ML, and deep learning 
methodologies, from NLP to malware detection strategies [11]. 
There are two types of malware characteristics that may be 
used to train classifiers: dynamic and static malware analysis 
methodologies. 
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Fig. 2. Contribution of Top 10 malware in from nov-23 to march 2024 

To avoid the risk of malware infection, the investigation of 
malware instances in this study does not involve executing the 
malware. Instead, static characteristics, including hash values, 
N-grams, opcodes, string patterns, and portable executable 
(PE) header information, are extracted and analysed to obtain 
relevant features for malware detection. [12]. Detection 
application such as intrusion detection system and anti-
malware is built with these features in mind [13]. To avoid 
infecting the host OS by executing the malicious file, malware 
instances are run in a restricted virtual environment rather than 
on the host computer [14]. 

The paper provides a thorough and detailed examination of 
the various methods, tools, and approaches used in malware 
analysis. The second section outlines the previous research 
conducted in this field, while the third section focuses on 
malware analysis techniques. The fourth section highlights 
malware detection approaches, and sections five and six delve 
into the recent developments and advancements in machine 
learning and deep learning techniques. Finally, the paper 
concludes with section seven, summarizing the findings of the 
study. 

II. RELATED WORK 

 The malware detecting framework created by [12] makes 
use of adequate API calls. To obtain API calls from the 
malicious code, a disassembler tool like IDA Pro was utilized 
in this study.. Using unpacking tools prior to disassembly, 
malware was analysed. Statically analysing both Windows 
system32 and malware files yields APIs for both classes. With 
the help of the retrieved API calls, the support vector machine 
classifier was trained. The author in [31] suggested a method 
that recorded malware's API calls, particular addresses, and 
routines as they interacted with system services in the 
computer. 

 Malware targeting Android devices has been studied by 
author [33]; a multi-feature consensus-based decision fusion 
adaptive identification component is now being developed to 
use this malware (MCDF). Static analysis combined with 
machine learning approaches was used by Srndic et al.  [26] to 
categorise malware samples in their research. Two distinct file 
formats were examined in this study. Malware developers are 
now using PDF and SWF files to include executable 
programmes that impair computer resources. 40,000 SWFs and 
440,000 PDFs were examined in this study. The framework 
offered by this technology allowed the detection of dangerous 

code contained in PDF and SWF files. The automated 
methodology for detecting variations of malware classes was 
proposed by the research work in [4]. The EHNFC classifier 
suggested by study in  [39] uses consent-based components to 
evolve as a hybrid neuro-fuzzy classifier for Android malware 
classification. The researcher in  [34] built a malware classifier 
that was able to handle polymorphic malware by portraying 
them in the form of pictures that could catch subtle changes 
while maintaining the overall architecture. 

The study in [36] offered a deep learning strategy to 
combine static and dynamic analysis for Android applications. 
The findings suggest that deep learning is a promising 
technique for detecting Android malware, particularly in 
situations when more preliminary data is readily available.. In 
comparison to typical machine learning approaches, 
DroidDetector is able to achieve 96.76 percent detection 
performance and accuracy. A probabilistic Neural Network 
(PNN) was suggested by the researchers in [41] for identifying 
malicious activity in network data. Protocols, and jitters were 
employed as feature vectors in the study. Using a combination 
of the Particle Swarm Optimization (PSO) and PNN 
algorithms, the suggested method was then put into practice 
and shown to be 96.5 percent effective in detecting fraudulent 
network traffic. 

The research work in  [52] Proposed ScaleMalNet for zero-
day malware, a deep learning framework based on static, 
dynamic, and image processing based for malware 
identification. Galal et al. (2016) [35] offered a behavior-based 
characteristics approach to defining what constitutes malware. 
In order to remove the proposed model, they first perform 
dynamic inspection on a typically late malware dataset in a 
controlled virtual environment, where they collect traces of 
API calls produced by malware samples. Higher-level features, 
or "actions," are generated from the traces. Malicious traffic 
classified by Arivudainambi, Varun, et al.  [40] using a 
network traffic analysis methodology. Improved anti-network 
traffic methodological approaches necessitated the use of PCA. 
The suggested strategy was put into practice by executing 
1,000 malicious files in the sandboxes Noriben, Cuckoo, and 
Limon, among others. This method yielded a 99 percent 
success rate in detecting malware. 

III. MALWARE ANALYSIS TECHNIQUES 

Analysis of malware samples is performed to identify the 
properties that may be applied to determine them. Since 
malware is becoming more sophisticated in the lifecycle, 
knowledge about cryptic malware protection has emerged as a 
critical issue in malware detection, according to machine 
learning methodologies [15]. Additionally, there still are two 
types of malware analysis that are often used in the process of 
identifying malicious applications [16]. malware detection 
techniques based on ML strategies uses feature extraction for 
the analysis. These features (API calls, Assembly, and Binary) 
used machine learning methodologies for classifying malware.  

A. Static Analysis Techniques 

Features extraction and classifying are the first two stages 
of malware detection. ML algorithms may use malware 
features as input. A feature is considered static if it can be 
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retrieved without the use of malware. We study malicious files, 
either even without the utilizing reverse engineering approach 
on the malicious sample under considerationThe structure of 
malware may be determined by disassembling executable 
harmful files into assembly language code and then analyzing 
the resulting code. This is accomplished with the use of 
popular disassemblers and debuggers as Ollydbg, IDA Pro, 
capstone, and WinDbg [17]. Binary files can be disassembled 
into assembly language with the help of these applications. 

B. Dynamic Analysis Techniques 

The classification and analysis of malware, malicious files 
are executed in a controlled environment at their runtime 
activities are monitored [18]. Virtualization software, such as 
Virtual Box or VMware, is used to build virtual environments 
on the cloud. When a suspected program or file is executed in a 
controlled environment, a variety of activities can be 
discovered, including the generation of different files, the 
identification and monitoring of system or user files, the 
addition of new entries, the modification of registry keys, the 
accessing of URLs, the use of API calls, the downloading of 
malware, and the transmission of data to a command-and-
control system [19]. The file is classified as either a safe file or 
a malicious file based on the actions it does. Through the use of 
dynamic analysis, it is possible to study files that have not been 
thoroughly disassembled or investigated using the static 
analysis method. 

TABLE I.  TOOLS USED FOR STATIC AND DYNAMIC ANALYSIS 

 Static Analysis Tools  Dynamic Analysis Tools 

IDA Pro (dissembler) 

ProcMon (logs lve system 

activity) 

Ghidra (dissembler) 

PeStudio (Windows executable 

analyzer) 

PeView (PE header information) 

Process Hacker (Gathering 

information of process) 

UPX Wireshark (packet analysis tool) 

YARA (string matching) 
TCPdump (TCP/IP packet 
analyser) 

x64dbg (reverse engineering) 

Regshot (snapshot of registry 

related files) 

HxD 
VmWare/VitualBox (virtual 
machine) 

PE-bear 

Comodo IMA (malware analysis 

sandbox) 

PeStudio (analysing executables) Cuckoo Sandbox 

IOCFinder RegMon (registry monitoring) 

 

IV. MALWARE DETECTION APPRAOCHES 

The goal of malware detection technologies is to identify 
and protect computer systems and networks from harmful 
programs. A variety of input representations are used to 
identify and categorize malware samples. The infected file's 
real behaviour must be known in order to identify the 
malicious file. you. 

A. Signature Based Malware Detection Approach 

An anti-virus, or malware detection system relies heavily 
on the use of signatures to identify suspicious activity. This 
approach works by searching a vast dataset of signatures for 
specific patterns of viruses. The signature-based method 

searches for disruptions by referring to a previously specified 
list of known attacks. Regardless of the fact that this 
configuration is capable of identifying malware in a wide 
variety of applications, it needs the regular updating of the 
specified signature database to maintain its effectiveness. As a 
result, it is less successful in detecting harmful workouts when 
using the signature-based method, owing to the constantly 
evolving nature of versatile malware [20]. Metaheuristic 
approaches are adopted by the anti-virus provider which can 
effectively identify the malicious codes to manage their 
signature [21].  

Feature extraction tools like PeView, PeExplorer, PsStudio, 
HashGenerator are for static feature extraction. Static analysis 
at code level is achieved using disassembler tools for example 
Lida, Cpstone, IDA Pro. Malware static features like N-gram 
[22](n-gram 3: ‘mail’, ‘ili, ‘ftw’), String [22](‘APIcallname’, 
‘mytime’, ‘kernal32’), Opcode [23](‘ADD’, ‘SUB’, ‘MOV, 
‘PUSH’), Hash Values 
(‘e5dadf6524624f79c3127e247f04b548’), PE Header 
information [24](‘field value’, ‘checksum’, ‘size’, ‘symbol’) 
are extracted for analysis. The challenge of signature-based 
identification may be reduced to a simple one of string 
matching. Basically, this implies that it continues looking for a 
pattern or substring in a huge string dataset. Almost all of the 
computing time is spent to just this procedure (45 percent to 75 
percent of the time) [25]. Aho-Corasick and Boyer-Moore are 
two of the most often used algorithms for string matching. 
Deobfuscating every piece of malware is quite difficult, despite 
the fact that many unpacking techniques are present.  

 WU Bin et al. (2015) [27]proposed a malware detection 
model for the mobile phone based on artificial immune based 
system. As well as varying detectors, a clone and mutation 
method is applied to increase the detection accuracy. Token-
based resemblance and character-based resemblance were 
combined to create a new similarity matrix, and it was also 
shown that existing characteristics are specific examples of 
fuzzy token similarity. Jiannan Wang et al. (2011) 
[28]developed a signature-based system to solve the problem 
of fuzzy-token similarity joins. In comparison to other existing 
signature techniques, it is found that the token-sensitive 
approach is better. Edit similarity was included as an extension 
to current signature systems for edit distance. 

B. Behaviour Based Malware Detection Approach 

The identification of malware in the behaviour-based 
method is done based on the destructive actions that malware 
does while it is running. APIs, browser events, and other 
characteristics are used to specify how the application behaves. 
Sandboxed environments are required for behaviour-based 
techniques to work, and the results of the run-time activities are 
recorded[29]. Virtualization and simulating circumstances are 
used to run malware and eliminate its behaviours in dynamic 
systems. An improved comprehension of malware creation and 
distribution can be attained by a behavior-based approach [16]. 
This is because malicious files often share their malicious code 
with one another. Because of this, malware detection systems 
are being trained to recognize new malware or variations of old 
malware based on their shared behaviors. Malware that is 
difficult to identify is another potential target for a behaviour-
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based approach, which is another plus [30]. Malware authors' 
obfuscation techniques can circumvent signature-based 
detection systems.. Anomaly refers to a malfunction caused by 
malicious files and is taught into the behaviour-based 
approaches in two ways. Malicious files are those that display 
anomalous behaviour that is inconsistent with the stored 
behaviour of normal files. 

 

Fig. 3. Behavior based malware detection architecture 

Behavioural-based malware detections approaches are 
discussed in detail in this section. The advanced methods are 
brought up to identify malware, Bailey et al. (2007) [31] 
suggested a method that recorded malware's API calls. A new 

hybrid method, HDM-Analyzer, was proposed by Eskandari et 
al. (2013) [32], taking into account both dynamic and static 
inquiry points of interest, while keeping precision at a 
reasonable level. Because of this, HDM-Analyzer can forecast 
that most of the fundamental leadership is based on real data, 
and so has little performance degradation. Sheen et al.(2015) 
[33] developed MCDF. Malicious record characteristics like 
the consent-based features and API call-based features are 
evaluated in order to provide a better discovery by merging the 
classifiers' choices using the collective method based on the 
probability hypothesis, which is used to construct a group of 
classifiers. 

Utilizing supervised machine learning techniques, 
Narayanan et al. (2016) [34] built a malware classifier that was 
able to handle polymorphic. 

Ming et al. (2017)[37] have developed a substitution attack 
that affects behaviour-based requirements to cover similar 
behaviours. The main attack approach is to replace a graph of 
system call dependency with its semantically equivalent 
variants so that the comparable malware test's secret unique 
family becomes characteristically distinctive. Malware 
researchers should thus devote more time and effort to the re-
examination of identical samples that may have recently been 
studied, as a result of this.  

It has been suggested by Nikolopoulos et. al (2017) [38] that an 
unidentified application specimen may be classified as harmful 
or non-malicious using a graph-based model concerning the 
relationship between collections of system calls and known 
malware families. 

 

 

TABLE II.  ANALYSIS OF THE SIGNATURE-BASED MALWARE DETECTION APPROACHED

Author Data set Total Sample Set Feature Accuracy (%) 

Gavrilut et al., 2009 [66] VX Heaven 
29254 (malicious:12817, Benign: 

16437)  
API Call 88.8 

Veeramani and Rai, 2012 [12] VX Heaven 514 (malicious:214, Benign:300) API Call 97 

Santos et al., 2013 [67] VX Heaven 2000 Op Code 92.9 

Zane Markel and Michael Bilzor, 2014 [68] 
Open 

Malware 

164,802 (122799 malicious, 42,003 

benign 
PE32 97 

Fraley et al., 2016 [69] 
ClamAV, 
VirusTotal, 

VirusShare 

3,637 (800 malicious, 2400 benign API, Weka 99 

Boujnouni et al., 2016 [70]  VX Heaven 1258 (658 malicious, 600 benign N-gram 97 

Narra et al., 2016 [71] VirusShare 7800 malicious Op Code 98 

Kim et al., 2016 [72] VX Heaven 
280868(271095 malicious, 9773 
benign) 

PE header 99 

Chowdhury et al., 2018 [73] Download.com 
52,185 (41,265 malicious, 10,920 

benign) 
BAM 98.6 

Nagano et al. [74] CCC Dataset 3600(1800 malicious, 1800 benign) 
Assembly, DLL, 
hexdump 

99 

Lee et al., 2018 [53] Kaggle 10708 malicious CNN  98.8 

 

Abiola and Marhusin, 2018 [75] 
Open Malware 213,699 malicious, 152,421 benign N-gram 99 

 

 

TABLE III.  ANALYSIS OF THE BEHAVIOR-BASED MALWARE ANALYSIS
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Author Data set Total Sample Set Feature Accuracy (%) 

A.Elhadi et al., 2014 [60] VX Heaven 514 (Malicious: 416, benign: 98) API call graph 98 

Pirscoveanu et al., 2015 [46] VirusTotal 42000 samples API call 98 

Narayanan et al., 2016 [34] Kaggle 10868 samples images 96.7 

Boukhtouta et al., 2016 [61] Third Party 14400 samples J48 99 

W¨uchner et al., 2017 [62] Zeus, SpyEye 7507 (malicious:6994, benign:513) QDFG 96 

Nikolopoulos et. al., 2017 [38] App 2631 malicious, 35 benign Gr graph 94.7 

Ye et al., 2018 [54] Comodo CSC 20000 (9000 malicious, 9000 benign) API call 98 

Stiborek et al., 2018 [50] AMP ThreatGrid 143684 malicious, 86707 benign Dynamic 95.4 

Arivudainambi et al., 2019 [40] internet 1000 malicious samples NN-PCA 99 

Jahromi et al., 2020 [57] VX Heaven 18830 malicious Op codes 99.7 

Yücel et al., 2020 [63] ViruSign 123(121 malicious, 6 benign) Images 99.5 

Lashkari et al., 2021 [64] Memory dump 
1900 (1127 legitimate and 773 

malware) 
Volatile memory 93 

Sharma et. al., 2022 [65] AndroZoo 4300 sample APKs 
Reverse 
Engineering 

98.08 

 

V. MACHINE LEARNING FOR MALWARE ANALYSIS AND 

DETECTION 

 The categorization and grouping of malwares are greatly 
aided by Machine Learning (ML). Classifying files as benign 
or malicious has been the subject of many studies in the 
literature [42]. Algorithms for machine learning (ML) take into 
account more characteristics of malicious and benign samples, 
allowing for the creation of more precise models [43].  As a 
result of PE's connection to the network, a wealth of 
information regarding malware is revealed. When malware like 
a key logger infects a computer, it collects sensitive data about 
the user and delivers it to the attacker across the network. 
Neural networks' effectiveness in malware detection is being 
reproduced in machine learning for information security. It is 
possible to minimize the dataset's dimensionality in order to 
save money on training since the machine learning approach 
takes longer to process a dataset with more data characteristics. 
Some methods may be used to choose just the most relevant 
and discriminatory virus features[44]. Training expenses may 
be reduced as a result. The development of hybrid malware 
classifiers may address the second adversarial ML difficulty. 
Call graphs, API calls, and strings are used as features for 
malware detection, and classifiers such as Support Vector 
Machine (SVM) [26], Naive Bayes (NB) [45], Random Forest 
(RF) [46], Decision Tree (DT) [47], Artificial Neural Network 
(ANN), k-Nearest Neighbours (k-NN) [48], Logistic 
Regression (LR) [49], and ensemble algorithms like Random 
Forest (RF) [50], Adaptive Boosting (AB) are used for training 
[51]. 

VI. DEEP LEARNING FOR MALWARE CLASSIFICATION AND 

DETECTION 

Machine learning, of which deep learning is a subset, 
encompasses a wide range of techniques. Unstructured or even 
unlabelled data may be used to train it. Because it resembles 
the functioning of the human brain, it gathers information, 
analyses it, and draws conclusions based on the patterns it 
discovers about itself. Neurons are the basis of deep learning 
[52]. In a neural network, each layer is linked to the previous 
one. Input, output, and a hidden layer are only a few of the 

many layers that make up a neural network. Input and output 
are separated by a layer called a hidden layer. The network is 
described as "deep" if it has more than two levels. Deep 
learning (DL) is an AI submodule that draws inspiration from 
how the human brain operates. For deep learning architectures, 
understanding the meaning of vast volumes of data is a key 
strength, as well as a capacity to dynamically adapt the derived 
meaning with fresh data without the requirement for domain 
expertise. Deep learning architectures such as convolutional 
neural networks (CNNs) and recurrent neural networks 
(RNNs) are often used in real-world situations. To train deep 
learning classifiers, rather than using task-specific algorithms, 
we use feature learning instead of task-specific algorithms 

From a data and feature viewpoint, the examination of the 
numerous uses of deep learning in malware categorization is 
done on the basis of static code features and executed code 
features [53]. Ye et al. (2017) [54] proposed an AutoEncoders 
built on top of multilayer restricted Boltzmann machines and a 
layer of associative memory for identifying newly discovered 
malware. Rathore et al. (2018) [55] find that Random Forest 
outperformed Deep Neural Network (DNN) using opcode 
frequency as a feature vector and unsupervised learning in 
addition to supervised learning for the classification of 
malware is used.  

Ashik et al. (2021) [56] used four data sets applying ML 
and Deep learning approaches like SVM, NB, J48, and RF.  
Fine-tuned DNN results were 99.1% and 98.4% on datasets 2, 
and 3 accordingly. 

 

 

 

 

 

 

 

 

TABLE IV.  ANALYSIS OF THE VARIOUS MACHINE LEARNING ALGORITHM FOR MALWARE DETECTION
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Author Data Set Features 
ML Algorithm 

Accuracy (%) 
NB KNN SVM RF DT LR  ADA  

 Shabtai et al., 

2012 [45] 

5,677 malware, 

20,416 benign 

N gram, Op 

code 
 Y Y  Y   Y  Y Y  Y  

 RF-95.3, DT-93.7, LR-
92.9, SVM-92.1, NB-

85.5  

 Bai et al., 2014 

[47] 

  
10521 malicious, 

8592 benign 

PE files  -   -  -  Y  Y  - -  RF-98.9  

 Pirscoveanu et 
al., 2015 [46] 

80,000 malwares   API call        Y       RF-98  

Šrndi´c et al. 

2016 [26] 

32,567 malicious, 

407,037 benign  
 API call, PSI -   -  Y  - -  -   - SVM-95  

Shamsul Huda et 
al., 2017 [58] 

967 malicious API call, PSI Y - Y Y Y - - 
SVM-95.7, RF-94.8, NB-
87.7 

 Jan Stiborek et 

al., 2018 [50] 

143684 malware, 

86707 benign  
Run time   -   - Y   Y  - -  -   SVM-95.4 

 Shamsul Huda et 
al., 2018[58] 

2000 malicious, 
1500 benign  

Run time   -  -  Y  -  -  - -  SVM-98.2  

 Ghafir et al., 
2018 [76] 

Network  Run time -  Y  Y  -  Y -  Y  

Simple DT-84.4, Linear 

SVM-84.8Medium 

KNN-80 

 Singh et al., 

2020 [48] 

  

8634  

Malicious, 6434 
benign 

API calls   Y  Y  Y  Y  Y -   - 
RF-99.1, KNN-98.4, 
SVM-98.1, DT-98.1, 

NB-85.4 

 Hemalatha et al. 
2020 [49] 

7268 Malimg, 

8338 BIG2015, 

9958 MaleVis 

 Binary image  Y Y   Y  Y  Y  Y  Y 

 RF-82.1, SVM-80, DT-

77.7, KNN-76.7, ADA-

75.3, LR-56.3, NB-46.9 

Elayan and 

Ahmed, 2021 

[77]  

347 - Benign 365 - 
Malware 

API call  Y Y Y Y Y  -  - 

Naive Bayes – 93.9, RF – 

97.8, DT – 96.6 KNN – 

97.2, SVM – 96.2 

TABLE V.  ANALYSIS OF DEEP LEARNING APPROACH FOR MALWARE DETECTION

 

Author Data set/ Classes Total Sample Set Feature Accuracy (%) 

Pascanu et al., (2015) [78] company's database/2 2,50,000 API calls 98.3 

Saxe and Berlin, (2016) [79] Invincea/3 
350,016 malicious, 81,910 

benign 
PE, binaries 95 

Tobiyama et al., (2016) [80] NTT/2 
81 malicious process log, 
69 benign 

CNN, RNN 96 

Makandar and Patrot (2016) [81]  Mahenhur  3131 samples Binary 96.3 

Chowdhury et al., (2017) [73] KDD99, NSL-KDD/ 4,94,021 CNN 96 

Kabanga and Kim, (2017) [82] MalIMG/25 9458 images CNN 98 

Kalash et al., (2018) [83] MalIMG/25 10868 malicious CNN 98.5 

Gibert et al., (2019) [84] MalIMG/25 9342 Images 98.4 

Vasan et al. (2020) [85] MalIMG /25 9435 CNN 98.8 

 Hemalatha et al. (2021) [49] MaleVis, Malicia/2 14,226, 9670 samples Binary Images   89.4 

 Darem et al. (2021) [86] BIG2015/9   4358 odd images  Binary images, XGBoost 
99.1 

 

 

 

 

VII. CONCLUSION 

The ever-increasing prevalence of malicious software has 
made detection of it more difficult. A significant number of 
newly discovered pieces of malware are published each day, 
and several automated toolkits for the creation of malware are 
readily accessible. Apart from the kind of analysis and machine 
learning techniques, the type of malware characteristics is the 
second key item in malware detection that matters much. The 
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study  provide a summary of the methods and tools available 
for detecting and analysing malware. 

Malware is analysed statically and dynamically. Signature-
based (antivirus) and behaviour-based anti-malware 
technologies are developed. Two difficulties plague signature-
based approaches. New viruses are often undetectable by 
signature-based methods. Different strains of malware are able 
to evade security measures. Dynamic strategies are more 
resistant to malware concealment, while behavior-based 
approaches can identify new and variant infections. Signature-
based algorithms identify known malware fast and effectively, 
whereas dynamic approaches are inflexible and time-
consuming to develop. Overall, the accuracy and efficiency of 
malware detection have been greatly enhanced by machine and 
deep learning technologies. These strategies have also allowed 
for the creation of novel methods of identifying APTs and 
other forms of malware. 

As per the findings, a more effective malware detection 
system may be developed employing both static and dynamic 
methodologies using machine learning approaches. Using 
machine learning and deep learning, this study conducts a 
comprehensive review on malware characteristics and 
classification methods as depicted in figure 6 and figure 7. 
Methodology employing N-gram, API, op-code and RT 
features utilizing various methods and machine learning 
algorithms provides better results as shown in figure 7, achieve 
maximum accuracy of 99.1% using Random Forest. This study 
can provide a comprehensive review to the researchers in the 
malware analysis field. In conclusion, this article has shown 
how the combination of machine and deep learning approaches 
has significantly advanced the field of malware detection. 
Machine learning and deep neural networks have become vital 
tools for keeping up with the ever-changing nature of cyber 
threats. 

 

Fig. 4. Accuracy factors of signature-based detection 

 

 

Fig. 5. Accuracy factors of behavior-based detection 
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Fig. 6. Accuracy factors with respect to various ML algorithm 

 

Fig. 7. Accuracy factors of Deep Learning approaches 
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