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Abstract 

The application of deep learning to detect an object has been widely applied in various 

fields, one of which is detecting the gender of the object being tested. Gender detection is to 

determine the image of a man or woman's face. In this case, the Convolutional Neural Network 

(CNN) method has been able to recognize the existence of this gender difference. However, in 

some cases, objects detected in conditions wearing accessories; such as hats, bandanas, scarves, 

hair ribbon, hijab (headscarves for Muslim women), and so on; to cover their heads so that 

some of their faces are covered too. The partial closure of the face on the object is one of the 

obstacles in determining the symmetrical shape between men and women on the object being 

detected. Gender detection on objects wearing accessories is a challenge for research in the 

field of deep learning. In this study, we propose a very deep learning method using VGG16 to 

detect gender in the case of objects wearing accessories. We change the Fully Connected Layer 

(FC Layer) on VGG16 with the number of layers we propose. VGG-16 has three of fully 

connected layers with a large number of layers, that is 4096 layers, while the fully connected 

layer we propose has 9 layers with the largest number of layers 128 and the smallest 16. In 

addition, until now there are no data sets for women using scarves, we have built our own 

datasets and we use transfer learning added with data augmentation techniques. CNN can 

predict the genders only get 77% testing accuracy. But if the CNN combined with our proposed 

modified VGG-16 as a feature extraction layer, the test accuracy increased significantly by 

13.56%, that becomes 90.56%. 
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Deep structured learning has been a lot of success lately [1] [2] [3]. Several architectural 

models have been proposed and have high levels of performance, like R-CNN [4], until Faster 

R-CNN [5], and VGG-16 [6]. Datasets with various models have also been available as learning 

objects. Deep learning is able to recognize Cancer in CT Scan images [7] or MRI [8], classify 

various objects in one image [9] [10], or social analysis [11]. One sub-research on social 

analysis that can be done in deep learning is gender recognition [12]. 

Deep structured learning consists of high level abstraction modeling algorithms in the 

dataset [13]. Deep learning uses a set of non-linear transformation functions in hidden neurons 

in layers and depths [14]. Deep learning techniques can be used both for supervised learning, 

unsupervised learning, and semi-supervised learning in various applications of image 

recognition, speech recognition, and text recognition [15]. Deep learning is called deep because 

the structure and number of neural networks on the algorithm is very large and reaches 

hundreds of layers [16]. 



  
 

Res Militaris, vol.13, n°2, January Issue 2023 6538 
 

The architectural difference between machine learning and deep learning is from the 

feature extraction side [17]. Before it is processed into machine learning, there is a 

preprocessing stage which functions to extract the dataset [18]. Whereas in deep learning, the 

dataset extraction process is a unit of deep learning itself, also called the feature extraction 

layer [19]. So that in machine learning requires two learning processes and in deep learning 

there is a unified learning process. Along with the development of technology every year, the 

number of layers used also increased with the results is equivalent to the resulting accuracy 

[20]. 

Besides supervised, unsupervised, and semi-supervised deep learning, there is also 

hybrid deep learning [20]. This model is a combination of various Convolutional Neural 

Network architectures that have been tested on various data sets available and have good 

performance [21]. In this study, we adopted one very deep learning architecture, namely VGG-

16 and adapted it to our experiments. 

Besides VGG-16, there are several methods that are able to recognize the gender of an 

object, one of which is the muti-stage learning method [22]. The muti-stage method performs 

an introduction by dividing the learning process into several stages and dividing the region 

object before doing the encoder and decoder process [23]. Pre-training observation can improve 

the results of guided learning [24]. Another approach in predicting gender is by random forest 

method, this method is able to combine mathematical analysis with psychological sensors from 

a person's face [25]. 

The benefits of gender detection itself can be implemented in various fields [26]. 

Gender detection can analyze factors that affect perfectionism and academic difficulties in 

graduate students based on their gender [27]. Gender prediction can also be used to analyze the 

level of suicide in epilepsy sufferers [28], recognize how to market a product by gender [29], 

and gender recognition based on analysis of one's handwriting patterns [30]. 

In this study we propose a very deep learning method with VGG-16 architecture 

modified in its fully connected layer. VGG-16 architecture has 1000 output neurons because 

VGG-16 is trained on image-net that has 1000 classes, we modify the output neurons into one 

output neuron because our case study is binary classification. We also build datasets in the form 

of women using scarves in female classes. The test results show that the very deep learning 

architecture that we propose is able to recognize gender differences in the tested datasets. 

Very Deep Gender Prediction 

Data Augmentation 

To obtain optimal deep learning processing performance data, the data needed for deep 

learning must be in large quantities. Because the more image data is used, the learning process 

is getting better. From the training dataset we collected, there were only 400 male photos and 

400 female photos. We obtain this data from the UI Faces API 300 images, the Random User 

Generator 300 images and our own datasets 200 images. For women's data, we take pictures 

on objects of women using accesories. In total there are 800 photos for training and 240 photos 

for testing which are divided into two classes, male and female. 

Data from random user generators has a size of 128 x 128 pixels, but the image data 

originating from UI Faces has different sizes. So pre-processing must be done first to get the 

same photo size. With the same image size will facilitate the process of training and learning. 

But to produce optimal performance, the data is still insufficient. Therefore we use data 
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augmentation techniques. Data augmentation is a technique for manipulating data without 

losing the core information from the data image.  

 
Fig. 1. Example of our build datasets for women with accesories 

Fig 1. is an example of a dataset that we built using image objects from native 

Indonesian women. Most of the sample data were women using scarves and women with bangs. 

This amount of data is 100 images out of the total 200 images that we have collected and 25% 

of the total number of women images. Then from the total of all the data images, we do the 

augmentation process to increase the amount of training data with better results. 

 In the image data, augmentation can be rotated, flip, and crop. In this study, the 

augmentation techniques we use are zoom, flip, shear, and beyond whereas for the rescale 

parameter we use is dividing RGB values to simplify classification. Our RGB values from 0-

255 divide by 255 so that the RGB range is 0 to 1. As for data testing, the data processing 

techniques we use are only rescale image. 

After doing the augmentation technique, we do the process of converting data in the 

form of raw image into a dataset image for training and testing. We use the 

flow_from_directory method from Image Data Generator to process the dataset change. Then 

the sample data are ready to input to the deep learning 

Very Deep Learning with VGG 16 

As discussed in the previous sub-chapter to make a deep learning model that can 

recognize gender well, a good learning process is needed with a sufficient dataset. Besides 

using data augmentation techniques, we also use transfer learning techniques. Transfer learning 

is a method that utilizes models that have been trained in a dataset to solve other similar 

problems by transferring knowledge from the learning outcomes as the starting point of the 

learning process that is designed. The package transfer learning is so flexible that it can be 

modified and update its parameters to match our data set. 

Our training process generally following VGG-16 arsitektur, the training process is 

carried out by optimizing multinomial logistic regression using the gradient descendant 

approach. Whereas in the evaluation process on deep learning architecture using VGG-16 it 
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can be in the form of single-scale evaluation, multi-scale evaluation, and multi-crop evaluation. 

The first evaluation conducted was to use a single scale model that is analyzing the 

performance of each ConvNet models on a single scale, where the layer configuration of a 

single scale can be observed in Equation 1-3. with Tr is Data Training, and Ts is Data Testing. 

In previous studies, it was concluded that training by designing image augmentation processes 

using a scale jittering approach is indeed better for multi-scale image statistics [6]. 

𝑇𝑟 = 𝑇𝑠 ; 𝑓𝑜𝑟 𝑓𝑖𝑥𝑒𝑑 𝑇𝑟 (1) 

𝑇𝑠 = 0.5(𝑇𝑟𝑚𝑖𝑛 + 𝑇𝑟𝑚𝑎𝑥) ;  𝑓𝑜𝑟 𝑗𝑖𝑡𝑡𝑒𝑟𝑒𝑑 (2) 

where 

𝑇𝑟 ∈ =  [𝑇𝑟𝑚𝑖𝑛, 𝑇𝑟𝑚𝑎𝑥] (3) 

The approach we take for the transfer learning process is the Pre-trained Model, the 

approach has 3 steps namely select model, reuse model, and tune model. Many research 

institutes release models on large datasets that we can use for selected candidate models. In this 

study, 75% of the model data used were obtained from the two research institutions described 

in the previous sub-chapter and the remaining 25% were data that we collected ourselves. The 

next step is to reuse the model, which is where the pre-trained model can be used as a starting 

point for the model in the second interesting task. This process can involve the use of all or part 

of the model, at this stage we use augmented modeling techniques. The final step of the transfer 

learning process is to tune the model, the model that has been processed needs to be adjusted 

or refined in the input-output pair data available for the desired task. In this study, we made 

adjustments to the number of input and output neurons that can be observed in Fig. 6. 

The transfer learning model that we used in this study was VGG16. All weights on the 

VGG16 model have been trained in ImageNet data so that they have knowledge about the 

introduction of colors, textures, objects, and so on. So this transfer learning model can be used 

to extract features from all photos in the dataset we use. 

Our Purpose Fully Connected Layer 

Fully connected layers on the VGG16 architecture consist of 4096-4096-4096 neurons 

in the hidden layer and 1000 neurons in the output layer. This is because VGG-16 is trained on 

ImageNet which has 1000 classes. ImageNet is a dataset consisting of 1,200,000 image training 

and 100,000 for testing. The Image-Net dataset consists of 1000 classes so that each class on 

Image-Net consists of 1,200 images. Whereas the dataset in this study has only 2 classes, male 

and female, so we propose Fully Connected Layer with two output neurons. Transfer learning 

is a technique or method that utilizes a model that has been trained on a dataset to solve other 

similar problems by using it as a starting point, modifying and updating its parameters so that 

it matches the new dataset. 

We use the VGG16 package so that we can arrange the learning layer by layer transfers 

and download the Weights. The include_top = False argument indicates that we do not use 

Fully Connected Layer on VGG 16, so that during the prediction process, the dataset will flow 

from the Feature Extraction Layer from VGG-16 to the layer we are proposing. The result is a 

feature map that we can save in the train_features.npy and val_features.npy file. The results in 

the file are presented and used to conduct training on the Fully Connected Layer that we 

propose. We use the feature map as training data and data testing for the proposed Fully 

connected layer. 

The very deep learning architecture that we propose consists of 87.969 parameters that 

will continue to be updated during the training process. Whereas in the feature extraction layer, 
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there are 4 Convolutional Layer, Zero Padding Layer, and Max Pooling Layer. While in the 

fully connected layer, there are two layers with 32 and 1. 32 are hidden layers in the fully 

connected layer and 1 is the output neuron. We do binary classification so that only requires 

one output neuron, the results of the training will produce binary 0 (male) or 1 (female).  

The activation function that we use is the output layer is sigmoid activation with binary 

crossentropy as a loss function. Another way to look for two different results (output neurons) 

is to use the softmax activation function with categorical crossentropy as its loss function. For 

all hidden layers we use ReLU as the activation function and for the layer output we use 

sigmoid to activate the function. To get better training results, we also use ADAM as an 

optimizer. 

ADAM is one of the optimization algorithms that has been specifically designed to train 

deep neural networks adaptively. Adam's optimization algorithm is an extension of the decrease 

in a stochastic gradient that is usually used in training data on deep learning. ADAM is 

developing broader optimization for deep learning applications, image processing, and natural 

language processing. ADAM combines the benefits of AdaGrad and RMSProp. ADAM's 

advantage was to adapt the level of learning parameters based on the average of the first 

moment (average) as in the RMSProp, as well as utilizing the average of the second moment 

of the gradient (not centralized variant). 

Analysis 

We tested the Fully Connected Layer that we proposed before combining it with the 

VGG-16 architecture. The purpose of this test is to determine the performance of the 

architecture. One way to find out the performance of deep learning architecture is to test it. 

Architecture with the number of neurons and layers of hundreds does not necessarily produce 

good performance and vice versa. But the increasing number of datasets will facilitate the 

learning process in predicting an object. 

 
Fig.2. Analysis of the results of training data testing: (a) accuracy and (b) loss error 

At Fig. 2. it can be observed that the accuracy value of the training data after the 50th 

epoch shows good results, that is, the accuracy value is above 85%, the performance value has 

dropped at one 40th epoch but the accuracy trend has increased again. Along with the increasing 

value of accuracy, the amount of training data that experiences a loss error is also less, so the 

value of the loss error at the 50th epoch reaches 0.3. 

After carrying out the learning process using as many as 800 training data we carried 

out the testing process using 240 test data images. The test results can be observed in Fig. 3. In 

contrast to the training process, trends from the test results appear to be unstable and experience 
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fluctuations in each of the epochs, although there is still an increase in accuracy in each epoch, 

the trend of accuracy testing can be observed in Fig. 3. (a). While for the loss error value, the 

testing process has a significant change in value, marked by the high up and down line in Fig. 

3. (b).  

The test results using the two class architecture for output neurons only reach an 

accuracy value of 77% and crossentropy loss value of 0.4982. So it can be concluded that there 

are  

 
Fig. 6. The difference between the VGG-16 architecture (a) and the modified VGG-16 

architecture that we proposed (b) 
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Fig.3. Analysis of test results using 240 datasets: (a) accuracy and (b) loss error 

indications of overfitting which causes low loss and accuracy. Therefore we need a 

deep learning model that is able to transfer the learning outcomes by combining the VGG-16 

model with the the model we tested earlier. We use the VGG-16 model for the Feature 

Extraction Layer and the model we propose for Fully Connected Layer. 

 
Fig. 4. The results of purposed modified VGG16 learning: (a) accuracy and (b) loss error 

At Fig. 2-5., In the graph (a), the x axis shows the epoch iteration and the y axis shows 

the level of accuracy. Whereas in figure (b), the y axis is the level of loss error for each epoch 

(y axis). After combining the VGG-16 model as a feature extraction layer with the fully 

connected layer that we propose, the learning results show a high accuracy value of 1, or it can 

also be said that there is no prediction error, if the accuracy of predictions reaches one, the loss 

error 0. The results of the proposed modified VGG-16 can be observed in Fig. 4. For the results 

of the test, as we can observe in Fig. 5., the value of accuracy reaches 90, 56%, although not 

yet 100%, but the value is far better than the results of deep learning without using VGG-16 as 

its Feature Extraction Layer. 

In this study, the process of augmented data and transfer learning is very helpful in 

increasing the level of prediction accuracy. Augmented data significantly adds to the number 

of learning models and the transfer learning process makes it easy for us to use deep learning 

architectures that have been well tested to be changed and adapted to our needs. 
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Fig. 5. The test results used CNN (red graph) and purposed modified VGG-16 (blue graph) 

with (a) accuracy and (b) loss error 

Discussion 

The application of very deep learning in detecting faces on the image net has been done 

a lot, one of which is the VGG-16 architecture. The VGG-16 architecture has high accuracy to 

test the net image, in this study we simplified the VGG-16 architecture for gender recognition, 

which changed it from 1000 classes to 2 classes. As shown in Fig. 2 and Fig. 3., the results of 

learning and testing on architectures with two classes for neuron output are not very good. In 

the training test data only reached 86% and for 240 data sets only reached 74%. Therefore 

architecture is needed, the architecture that has been trained in the image database, one of which 

is VGG-16. 

Combining VGG-16 as a Feature Extraction layer shows a significant improvement in 

performance. Initially, when testing only used CNN with two neuron outputs it only produced 

77%, but after adding VGG-16, the value of accuracy rose by 13.56% which was 90.56%. In 

Table 1. it can be observed that the results of training and testing data processing using data 

testing produce an architecture that we propose to be superior, namely CNN by using transfer 

learning with VGG 16 modified as the model. 

Table 1. comparison CNN accuracy and our propose architecture 

No. Architecture Data set Accuracy Error 

1 CNN Training 0.85 0.3 

2 CNN + modified VGG-16 Training 1 0 

3 CNN Testing 0.77 0.6 

4 CNN + modified VGG-16 Testing 0.91 0.3 

From our experiments, several learning methods produced predictions of two different 

faces on one object who was using accessories and not. The system should be able to detect 

that it is the same person. In addition, the difficulty of deep learning in recognizing women 

with hijabs is because some of their faces are covered by scarves and sometimes the scarf model 

used can vary so that it can cover different parts of the face. That will be the focus of our next 

research. 

Conclusion 

The use of deep learning for gender prediction is usually done on a normal image 

dataset on female and male. In this study, we propose a case study with an object who was 

using accessories. However, the current dataset does not include the group of women with hijab 

(head scraf for women). So when we encounter these cases, deep learning systems will be 

difficult to detect because they have never been trained in the previous dataset. In this study 
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we propose a dataset in which there are women using a scarf in the female class. 

In the trial process, we tested the CNN architecture with less than maximal results of 

76% accuracy, then we applied the transfer learning method at the fully connected layer for 

better results. The data set we use is only 800 images for the total number of male and female 

subjects, therefore in the process of data normalization, we use the augmented method. 

 In this research, we proposed a modified VGG-16 method that we adjust Fully 

Connected layer with the number of classes that we predict. The results of the training showed 

that the accuracy value of the modified VGG-16 that we proposed reached 100% with loss 

error 0. As for the test results, there were 90.56% of the data that was successfully predicted 

correctly. 
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