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ABSTRACT 

CO2 emissions play a major role in global warming, leading to serious consequences such as extreme 

weather events, rising sea levels, and ecological imbalances. To address this pressing issue, it is 

crucial that we fully understand the factors influencing CO2 emissions in order to develop effective 

strategies for reduction and sustainability. The growing concern over climate change and its harmful 

effects on our environment has motivated researchers and policymakers to seek innovative solutions 

for curbing greenhouse gas emissions, especially CO2 emissions. However, traditional statistical 

methods have their limitations when it comes to handling large and complex datasets. This is where 

machine learning steps in as a powerful tool, offering the ability to analyze vast amounts of data and 

make accurate predictions. This presents a promising avenue for forecasting CO2 emissions and 

creating sustainable policies. Machine learning allows us to identify hidden patterns and relationships 

within the data, enabling us to make more precise predictions and reliable forecasts. Therefore, this 

work focuses on exploring various machine learning models for predicting and forecasting CO2 

emissions. Additionally, we plan to incorporate exploratory data analysis (EDA) techniques, which 

will help us visualize and interpret the data effectively. Through EDA, we can identify crucial 

features, understand data distributions, and pinpoint outliers that might influence model performance. 

The significance of our study lies in the valuable insights it can provide to policymakers and 

environmentalists. By making accurate predictions about CO2 emissions, we can help design effective 

policies that control and reduce emissions, optimize resource allocation, and promote the shift towards 

renewable energy sources. Furthermore, precise forecasts can assist in planning adaptation measures 

to mitigate the impact of climate change. 

INTRODUCTION 

1.1 Overview 

Predicting and forecasting CO2 emissions is of paramount importance in addressing the global 

climate crisis. This task involves assessing the likely future levels of carbon dioxide (CO2) emissions 

into the Earth's atmosphere, primarily driven by human activities such as burning fossil fuels, 

deforestation, and industrial processes. To achieve accurate forecasts, a multi-faceted approach is 

essential. 

Firstly, historical data analysis is crucial. Researchers and climate scientists analyze past emission 

trends to understand patterns and drivers, including economic growth, energy consumption, and 

policy changes. This historical context serves as a baseline for forecasting. 

Next, various models and methodologies are employed to make predictions. One common approach is 

using integrated assessment models (IAMs) that combine economic, energy, and environmental data 

to simulate different scenarios. These models account for factors such as population growth, 

technological advancements, energy transitions, and policy interventions. They allow for the 

exploration of "business-as-usual" scenarios and the impact of climate mitigation policies. 
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Machine learning and artificial intelligence have also played an increasingly significant role in 

forecasting CO2 emissions. These techniques can analyze complex datasets, identify trends, and make 

predictions based on real-time information, improving the accuracy of forecasts. 

Incorporating geopolitical factors and policy changes is another essential aspect. Government 

regulations, international agreements like the Paris Agreement, and evolving energy policies 

significantly influence emissions trajectories. Therefore, forecasting must consider political will and 

the potential for policy shifts. 

Climate events and natural occurrences, such as volcanic eruptions and wildfires, can also have short-

term and long-term effects on CO2 emissions. Therefore, including probabilistic elements in 

forecasting models is vital to account for unforeseen events. 

Moreover, public awareness and behavioral changes are crucial factors. As society becomes more 

environmentally conscious, shifts in consumer preferences, demand for sustainable products, and 

lifestyle choices can impact emissions. Forecasters must monitor and assess these dynamics. 

Finally, uncertainty quantification is an integral part of forecasting. Predicting CO2 emissions 

involves inherent uncertainty due to the complexity of natural and human systems. Therefore, 

forecasts typically present a range of scenarios to account for various possible outcomes. 

So, predicting and forecasting CO2 emissions involves a comprehensive approach that considers 

historical data, complex modeling techniques, policy dynamics, natural events, behavioral changes, 

and uncertainties. Accurate predictions are essential for guiding climate action, influencing policy 

decisions, and mitigating the impacts of climate change on a global scale. 

1.2 Research Motivation 

The motivation for conducting research on predicting and forecasting CO2 emissions is rooted in the 

profound and pressing challenges posed by climate change, making it one of the most critical issues of 

our time. Several key motivations drive the need for comprehensive investigations into this field: 

⎯ Global Climate Crisis: Climate change represents an existential threat to the planet. Rising 

global temperatures, melting ice caps, extreme weather events, and disruptions to ecosystems 

are all direct consequences of excessive CO2 emissions. Understanding and forecasting these 

emissions is fundamental to addressing the root cause of the crisis. 

⎯ Mitigation of Catastrophic Impacts: Accurate predictions of CO2 emissions are essential 

for mitigating the most catastrophic impacts of climate change. By quantifying future 

emissions, researchers can identify the urgency of emission reductions required to avoid the 

worst-case scenarios, such as sea-level rise, species extinction, and food scarcity. 

⎯ Policy Formulation and Evaluation: Policymakers at all levels of government require data-

driven insights into future emissions to design and assess climate policies effectively. Timely 

and accurate forecasts guide the development of regulations, incentives, and international 

agreements aimed at reducing emissions and transitioning to a sustainable, low-carbon 

economy. 

⎯ Global Cooperation: International cooperation is critical in the fight against climate change. 

Accurate CO2 emission forecasts provide a common basis for negotiations and commitments 

among nations, fostering collaboration on a global scale. 

⎯ Resource Allocation: In a world with finite resources, understanding emissions trends is 

essential for optimizing resource allocation. Governments and organizations must prioritize 
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investments in renewable energy, energy efficiency, and sustainable infrastructure to reduce 

emissions efficiently. 

⎯ Economic Stability: Climate change poses significant risks to economic stability. By 

predicting emissions and their consequences, researchers can help governments and 

businesses make informed decisions to safeguard economic interests and prevent financial 

crises related to climate impacts. 

⎯ Innovation and Technological Advancement: Forecasts of CO2 emissions stimulate 

innovation by identifying opportunities for research and development in clean energy 

technologies, carbon capture and storage, and sustainable transportation solutions. This can 

drive economic growth and job creation while reducing emissions. 

⎯ Human Health and Well-being: Climate change exacerbates health risks through factors 

such as heatwaves, air pollution, and the spread of diseases. Accurate predictions enable 

public health officials to plan for and mitigate these risks, protecting the well-being of 

communities. 

⎯ Sustainable Development: Sustainable development is a global priority. Predicting CO2 

emissions supports the United Nations Sustainable Development Goals (SDGs) by providing 

insights into how emissions impact different aspects of development, from poverty reduction 

to clean water access. 

⎯ Public Awareness and Engagement: The public plays a crucial role in advocating for 

climate action. Transparent and accessible emissions data, combined with forecasts that 

highlight the consequences of inaction, raise public awareness and mobilize individuals and 

communities to demand and implement sustainable solutions. 

 

 

 

1.3 Problem Statement 

The problem statement for research on predicting and forecasting CO2 emissions revolves around the 

critical need to address the global climate crisis through informed, evidence-based decision-making. 

This encompasses several specific challenges and issues: 

⎯ Climate Change as a Global Emergency: Climate change represents an existential global 

emergency, with wide-ranging impacts on ecosystems, economies, and human societies. The 

problem lies in the fact that the world is currently on a trajectory of rising CO2 emissions, 

primarily driven by human activities such as burning fossil fuels, deforestation, and industrial 

processes. The increasing concentration of greenhouse gases, particularly CO2, in the 

atmosphere is the root cause of rising global temperatures and the associated consequences, 

including more frequent and severe extreme weather events, rising sea levels, and disruptions 

to food and water supplies. 

⎯ Inadequate Emission Reductions: Despite international agreements and growing awareness 

of the climate crisis, global efforts to reduce CO2 emissions have been inadequate to curb the 

worst impacts of climate change. One of the primary reasons for this inadequacy is the lack of 

precise, up-to-date, and region-specific information about future emissions trends. 
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Policymakers, businesses, and individuals need accurate forecasts to understand the urgency 

of emission reductions and to develop effective mitigation strategies. 

⎯ Policy and Investment Challenges: The absence of reliable forecasts hampers the 

development and implementation of climate policies and sustainable investment decisions. 

Governments struggle to set emission reduction targets and allocate resources effectively 

without a clear understanding of future emissions. Likewise, businesses face challenges in 

aligning their strategies with evolving market dynamics and regulatory changes. 

⎯ Risk and Uncertainty: Climate change poses significant risks to ecosystems, economies, and 

public health. These risks are compounded by uncertainty surrounding the magnitude and 

timing of future emissions. Uncertainty regarding emissions trajectories, coupled with the 

unpredictable nature of climate-related events, makes it challenging to assess and prepare for 

the full range of climate impacts. 

⎯ Global Collaboration: Effective global collaboration in the fight against climate change 

depends on accurate and transparent emissions data and forecasts. Without a shared 

understanding of future emissions, it becomes difficult to negotiate and enforce international 

agreements and commitments. 

 

2. Literature Survey 

This literature review section is organized as follows. First, the prediction of CO2 emissions is 

reviewed. Second, studies on the causality among industrial structure, energy consumption, and CO2 

emissions are reviewed. Finally, the application of machine learning (ML) to predict CO2 emissions is 

reviewed. The literature review focuses special attention on research in China. 

Sharp increases in carbon dioxide (CO2) emissions strengthen the greenhouse effect, leading to an 

ongoing increase in the global average temperature. The average annual global emissions of 

greenhouse gases from 2010 to 2019 were at the highest level in human history. Since then, the 

growth rate has slowed. Global greenhouse gas (GHG) emissions are expected to peak by 2025 to 

meet the goal of limiting global warming to 1.5 °C by the end of the century. Specifically, annual CO2 

emissions are expected to fall by approximately 48% by 2030 and reach net zero by 2050 [1]. 

As a developing country, China faces the dual task of developing its economy and protecting the 

environment. In the past two decades, China’s economy has developed rapidly, and because economic 

development depends on energy consumption [2,3], China has become a large energy consumer and 

carbon emitter [4,5]. In 1990, China’s emissions were less than one-quarter of the total of the world’s 

developed countries. Since 2006, however, China has been the world’s largest carbon emitter [6,7]. 

China’s CO2 emissions mainly come from electricity generation [8,9], industry [10], construction 

[11,12], transportation [13,14], and agriculture [15]. Of these, electricity and industry are the two 

major high-emission sectors, accounting for more than 70% of the total emissions. Thermal power 

generation currently dominates China’s power structure. The main ways to reduce carbon in the power 

industry include reducing the proportion of coal power; accelerating the development of non-fossil 

energy, such as wind and photovoltaic power; and building a clean, low-carbon, safe, and efficient 

energy system. Second, achieving a low-carbon economy requires adjusting the industrial structure. 

This includes increasing the proportion of the service industry, which provides economic activity at 

low consumption and emission levels, and reducing the proportion of the manufacturing industry, 

which has high consumption and emission levels. 
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3.PROPOSED SYSTEM 

3.1 Overview 

The research work should start with a discussion of the findings, including insights gained from EDA, 

the effectiveness of data preprocessing techniques, the performance of the existing and proposed 

KNN models, and any recommendations for improving CO2 emission prediction and forecasting 

using machine learning. Additionally, the research work should discuss the limitations of the study 

and potential areas for future research. Figure 4.1 shows the proposed system model. The detailed 

operation illustrated as follows: 

Step 1. Exploratory Data Analysis (EDA): 

• Data Collection: Gather the dataset containing historical CO2 emission data along with 

relevant features such as population, GDP, energy consumption, etc. 

• Data Inspection: Examine the dataset's structure, including the number of rows and columns, 

data types, and any missing values. 

• Data Visualization: Create various plots and visualizations to gain insights into the data's 

distribution, trends, and relationships. This may include histograms, scatter plots, correlation 

matrices, and bar charts. 

• Outlier Detection: Identify and handle outliers in the dataset, as extreme values can adversely 

affect machine learning models. 

Step 2. Data Preprocessing: 

• Feature Selection: Choose the most relevant features for CO2 emission prediction. This step 

involves selecting a subset of features that have the most impact on the target variable. 

• Handling Missing Data: Address any missing values in the dataset through techniques like 

imputation or removal of rows/columns with missing data. 

• Normalization/Scaling: Scale numerical features to ensure they have similar scales, which can 

improve the performance of some machine learning algorithms. 

• Encoding Categorical Data: If applicable, convert categorical data into numerical format 

using techniques like one-hot encoding. 

• Data Splitting: Divide the dataset into training and testing sets for model development and 

evaluation. 

Step 3. Existing KNN Model: 

• Select Existing KNN Model: Choose a standard K-Nearest Neighbors (KNN) regression 

model as a baseline. 

• Hyperparameter Tuning: Use techniques like grid search or cross-validation to find the best 

hyperparameters (e.g., the number of neighbors) for the KNN model. 

• Model Training: Fit the selected KNN model to the training data. 

Step 4. Proposed KNN Model: 
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• Feature Engineering: Create new features or combinations of features that may improve the 

prediction of CO2 emissions. 

• Hyperparameter Tuning: Similar to the existing KNN model, optimize the hyperparameters 

for the proposed KNN model. 

• Model Training: Train the proposed KNN model using the training data. 

Step 5. Prediction: 

• Predict CO2 Emissions: Use both the existing and proposed KNN models to predict CO2 

emissions for the testing dataset. 

Step 6. Performance Estimation: 

• Mean Absolute Error (MAE): Calculate the MAE to quantify the average absolute difference 

between predicted and actual CO2 emissions. 

• Mean Squared Error (MSE): Compute the MSE to measure the average squared difference 

between predicted and actual emissions. 

• Root Mean Squared Error (RMSE): Calculate the RMSE by taking the square root of MSE, 

providing a measure in the original unit (e.g., Mt). 

• R-squared (R2) Score: Determine the R2 score to evaluate how well the model explains the 

variance in CO2 emissions. 

• Comparison: Compare the performance metrics between the existing and proposed KNN 

models to assess whether the proposed model provides better predictions. 
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. 

Fig. 3.1: Block diagram of proposed system. 

3.2 RFC Model 

Random Forest is a popular machine learning algorithm that belongs to the supervised learning 

technique. It can be used for both Classification and Regression problems in ML. It is based on the 

concept of ensemble learning, which is a process of combining multiple classifiers to solve a complex 

problem and to improve the performance of the model. As the name suggests, "Random Forest is a 

classifier that contains a number of decision trees on various subsets of the given dataset and takes the 

average to improve the predictive accuracy of that dataset." Instead of relying on one decision tree, 

the random forest takes the prediction from each tree and based on the majority votes of predictions, 

and it predicts the final output. The greater number of trees in the forest leads to higher accuracy and 

prevents the problem of overfitting. 
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Fig. 3.1: Random Forest algorithm. 

3.2.1 Random Forest algorithm 

Step 1: In Random Forest n number of random records are taken from the data set having k number of 

records. 

Step 2: Individual decision trees are constructed for each sample. 

Step 3: Each decision tree will generate an output. 

Step 4: Final output is considered based on Majority Voting or Averaging for Classification and 

regression respectively. 

3.2.2 Important Features of Random Forest 

• Diversity- Not all attributes/variables/features are considered while making an individual 

tree, each tree is different. 

• Immune to the curse of dimensionality- Since each tree does not consider all the features, 

the feature space is reduced. 

• Parallelization-Each tree is created independently out of different data and attributes. This 

means that we can make full use of the CPU to build random forests. 

• Train-Test split- In a random forest we don’t have to segregate the data for train and test as 

there will always be 30% of the data which is not seen by the decision tree. 

• Stability- Stability arises because the result is based on majority voting/ averaging. 

3.2.3 Assumptions for Random Forest 

Since the random forest combines multiple trees to predict the class of the dataset, it is possible that 

some decision trees may predict the correct output, while others may not. But together, all the trees 

predict the correct output. Therefore, below are two assumptions for a better Random Forest 

classifier: 

• There should be some actual values in the feature variable of the dataset so that the classifier 

can predict accurate results rather than a guessed result. 

• The predictions from each tree must have very low correlations. 
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Below are some points that explain why we should use the Random Forest algorithm 

• It takes less training time as compared to other algorithms. 

• It predicts output with high accuracy, even for the large dataset it runs efficiently. 

• It can also maintain accuracy when a large proportion of data is missing. 

3.2.4 Types of Ensembles 

Before understanding the working of the random forest, we must look into the ensemble technique. 

Ensemble simply means combining multiple models. Thus, a collection of models is used to make 

predictions rather than an individual model. Ensemble uses two types of methods: 

Bagging– It creates a different training subset from sample training data with replacement & the final 

output is based on majority voting. For example, Random Forest. Bagging, also known as Bootstrap 

Aggregation is the ensemble technique used by random forest. Bagging chooses a random sample 

from the data set. Hence each model is generated from the samples (Bootstrap Samples) provided by 

the Original Data with replacement known as row sampling. This step of row sampling with 

replacement is called bootstrap. Now each model is trained independently which generates results. 

The final output is based on majority voting after combining the results of all models. This step which 

involves combining all the results and generating output based on majority voting is known as 

aggregation. 

Boosting– It combines weak learners into strong learners by creating sequential models such that the 

final model has the highest accuracy. For example, ADA BOOST, XG BOOST. 

 

3.3 Advantages 

The research work on "Machine Learning Models for Prediction and Forecasting of CO2 Emission 

with EDA" offers several advantages: 

• Data-Driven Insights: Through extensive Exploratory Data Analysis (EDA), the research 

gains valuable insights into the dataset's characteristics, including distribution, trends, and 

correlations. This data-driven approach allows for a deeper understanding of the factors 

influencing CO2 emissions. 

• Improved Data Quality: Data preprocessing techniques, such as handling missing values, 

outlier detection, and feature scaling, enhance the dataset's quality. This, in turn, improves the 

reliability and performance of machine learning models. 

• Baseline Model: The inclusion of an existing K-Nearest Neighbors (KNN) model provides a 

benchmark or baseline for CO2 emission prediction. It allows researchers to assess the 

performance of new models in comparison to established methods. 

• Proposed Model Innovation: The research introduces a proposed KNN model, which could 

potentially outperform the existing model. Feature engineering and hyperparameter tuning 

contribute to the innovation, offering the possibility of more accurate predictions. 

• Prediction Capability: The machine learning models developed in this research can predict 

CO2 emissions, a critical environmental metric. Accurate predictions enable policymakers, 

industries, and researchers to make informed decisions and take action to reduce emissions. 

• Performance Evaluation: The research employs various performance metrics such as Mean 

Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and 

R-squared (R2) Score. This comprehensive evaluation allows for a thorough assessment of 

model effectiveness and robustness. 
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• Policy Implications: Accurate CO2 emission forecasts have significant policy implications. 

Governments and organizations can use these forecasts to formulate and implement 

environmental policies and sustainability initiatives. 

• Sustainability Impact: By improving CO2 emission prediction accuracy, the research 

contributes to efforts aimed at reducing carbon emissions, combating climate change, and 

promoting sustainability. 

• Data-Backed Decision Making: The research supports data-driven decision-making 

processes. Decision-makers can rely on the models' predictions to allocate resources 

efficiently and prioritize actions that reduce emissions. 

• Research Expansion: This work serves as a foundation for further research in the field of 

environmental science and machine learning. Researchers can build upon these findings to 

develop more advanced models and explore additional factors affecting CO2 emissions 

 

 

4. RESULTS  

Figure 1 represents a snapshot or visualization of the initial dataset used for predicting CO2 

emissions. It may include various columns related to factors affecting CO2 emissions, such as 

population, GDP, energy consumption, etc. Figure 2 displays a histogram of CO2 emissions. It 

provides insights into how frequently different levels of CO2 emissions occur in the dataset. 

Additionally, a kernel density estimate (KDE) curve is included to offer a smoothed representation of 

the distribution. Figure 3 represents a heatmap that visually represents the correlation between each 

pair of variables in the dataset. The color intensity indicates the strength and direction of the 

correlation, helping to identify relationships between different features. 

 

Figure 1: sample dataset used for co2 emission 
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Figure 2: This subplot displays the distribution of CO2 emissions 

 

Figure 3: Heatmap of correlation of each variable 

Figure 4 is a grid of scatter plots, possibly with histograms along the diagonal. It visualizes the 

relationships between pairs of features, providing insights into potential patterns or trends in the data. 

Figure 5 represents the dataset after undergoing preprocessing steps. Preprocessing could involve 

tasks like handling missing values, scaling features, encoding categorical variables, and more. The 

figure may display a portion of the preprocessed dataset. 

Figure 6 could show a specific subset of features (columns) from the preprocessed dataset. It may 

highlight the variables that are considered important for predicting CO2 emissions. Figure 7 displays 

the target variable (in this case, CO2 emissions) after preprocessing. It provides a visual 

representation of the distribution or characteristics of the variable that the models aim to predict. 
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Figure 4: pair plot of features 

 

Figure 5: dataset after preprocessing used for co2 emission 

 

Figure 6: Feature of dataset after preprocessing 

 

Figure 7: target column of a data frame after preprocessing 

Figure 8 presents the results of predictions made using the K-Nearest Neighbors (KNN) model. It may 

show a plot comparing the predicted CO2 emissions against the actual values. Figure 9 Similar to 
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Figure 8, this figure displays the results of predictions. However, in this case, the predictions are 

generated using the Random Forest Classifier, a different machine learning model. 

 

Figure 8: prediction results using KNN 

 

Figure 9: prediction results using Random Forest Classifier 

Figure 10 provides a visual summary of the performance metrics (such as Mean Absolute Error, Mean 

Squared Error, etc.) for both the KNN and Random Forest Classifier models. It helps in comparing the 

effectiveness of the two models. Figure 11 displays a bar plot comparing the Mean Absolute Error 

(MAE) of the KNN and Random Forest Classifier models. It provides a visual representation of how 

well each model predicts CO2 emissions. Figure 12 Similar to Figure 11, this figure compares the 

Mean Squared Error (MSE) of the KNN and Random Forest Classifier models. It offers insights into 

the accuracy of the models' predictions. Figure 13 presents a bar plot comparing the R-squared (R2) 

scores of the KNN and Random Forest Classifier models. R2 score measures how well the model 
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explains the variability in the data. This figure helps in understanding the goodness-of-fit of each 

model. 

 

Figure 10: Performance metrics of KNN & Random Forest classifier 

 

Figure 11: Bar plot of Mean absolute error of KNN &Random Forest Classifier 

  

Figure 12: Bar plot of Mean Squared error of KNN &Random Forest Classifier 
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Figure 13: Bar plot of R2 Score of KNN &Random Forest Classifier 

5. CONCLUSION  

In conclusion, the integration of machine learning models and exploratory data analysis (EDA) 

techniques offers a powerful approach for predicting and forecasting CO2 emissions, addressing the 

critical issue of climate change and its environmental consequences. Through this research, we have 

demonstrated the potential of machine learning to analyze large and intricate datasets, revealing 

hidden patterns and relationships that traditional statistical methods might miss. EDA has proven 

invaluable in providing a deeper understanding of the data, enabling the identification of influential 

features and outliers. By combining these two approaches, we can offer accurate and reliable 

predictions of CO2 emissions, empowering policymakers and environmentalists with valuable 

insights to develop effective strategies for emission reduction and sustainability. This work not only 

contributes to the scientific understanding of the factors driving CO2 emissions but also has practical 

implications in optimizing resource allocation, promoting renewable energy sources, and planning 

adaptation measures to mitigate the consequences of global warming. 
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