
 
 

Published/ publié in ResMilitaris (resmilitaris.net),vol.13,n°3,  (2023) 
 

  

 

 

  

Keywords: AUC, MCC, Naive Bayes, DT, artificial neural network ( ann, SVM, LR, and 

Randomized Forrest 

Abstract: 

In India, and over 30 million individuals possess diabetes, and many more are at risk. In 

order to prevent diabetes and the health issues it is connected with, early detection and treatment are 

necessary. This study tries to evaluate a person's risk of developing diabetes based on their lifestyle 

and family history. Different machine learning algorithms were used to predict the risk of Type 2 

diabetes since these algorithms is quite accurate, which is crucial in the medical field. People can 

self-assess potential risk of diabetes that once model has been trained correctly accurately. 752 

instances have been collected for the investigation through an offline and online assessment with 

questions pertaining concerning health, lifestyle, and family medical history. The Apache Indian 

Diabetes database also utilized the same algorithms. For both datasets, Random Forest Classifier is 

determined to perform at the highest level of correctness. 

1 . Introduction: 

Diabetes, often called diabetes mellitus (DM), is indeed a collection of diabetic 

complications that are characterized by chronically elevated levels of blood glucose. High 

glucose levels also cause excessive urination, constant thirst, and reduced appetite [1]. 

asomendra.tripathi@gmail.com, bdrsharan.hariom@gmail.com, cdrcsraghuvanshi@gmail.com 

Using Machine Learning, Predict Type-2 Diabetes Classification 

Approaches 

Faculty of Engineering & Technology Rama University Uttar Pradesh, Kanpur, India 

Mr. Somendra Tripathi, Hari Om Sharan,C. S.Raghuvanshi 

mailto:somendra.tripathi@gmail.com
mailto:somendra.tripathi@gmail.com
mailto:drsharan.hariom@gmail.com
mailto:drsharan.hariom@gmail.com
mailto:drcsraghuvanshi@gmail.com


 

 

4275 

ResMilitaris,vol.13,n°3, ISSN: 2265-6294 (2023) 

 

  

  Diabetes can progress to diabetic ketoacidosis, a hyperosmolar hyperglycemic condition, or 

even death if it is not treated in a reasonable timeframe. This may have long-term impacts. 

Heart disease, central nervous system stroke, nephritic syndrome, pressure sores, and eye 

consequences, etc. [2]. Absolute insulin deficiency occurs when the body's adrenal glands 

can still produce a sufficient amount of insulin or when the body's tissues and organs are 

unable to use the insulin that's also produced. There really are three different types of 

diabetes mellitus [3]: 
Diabetes Mellitus Type-1: Diabetes Mellitus Type-1, commonly called as "insulin- 

subordinate insulin resistance," is characterised by the pancreas producing less 

insulin than the body requires (IDDM). To compensate for the impaired insulin 

production by the pancreas in type-1 DM patients, exogenous insulin treatment is 

recommended. 

Diabetes Mellitus Type-2: Diabetic patients type-2 is indicated by the body's 

insulin resistance because of body's cells behave to the hormone differently since 

then ordinarily would. In the conclusion, the body might not generate any insulin. 

Alternative synonyms for this includes "adult commencing diabetes" (ASD) and 

"non-insulin subordinate diabetes mellitus" (NIDDM). People with high BMIs or 

those who lead sedentary lifestyles are more likely to have this kind of diabetes. 

Gestational diabetes type-3: The last underlying basis shown during pregnancy is 

gestational diabetes. 

Normally, a human's levels of blood glucose fall between 80 to 100 milli- 

grammes per deciliter. Only when a person's fasting blood glucose level is proven to 

be high than 126 mg/ dl is a person diagnosed as having diabetes. Pre-diabetic status 

is characterized in clinical practice as having a glucose level between 100 and 125 

mg/dl [4]. A person like this is more likely to acquire type-2 diabetes. Over time, it 
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  has been shown that those with the following health conditions are much more 

susceptible to developing diabetes: 

A Body Mass Index of at least 25 

Those in the family who have diabetes 

People whose systems have HDL cholesterol concentrations < 45 

mg/dl 

Experiencing gestational diabetes and chronic hypertension 

Patients who have previously suffered from polycystic ovarian 

syndrome 

Over-45-year-old representatives of ethnic communities like African 

Americans, Native Americans, Latin Americans, or Asian-Pacific 

When a doctor determines that a patient has pre-diabetes, they advise them to change their lifestyle. 

A healthy diet and exercise routine can help avoid diabetes [5]. 

The purpose of this research is to estimate a human's likelihood of developing diabetes. The 

article's subsequent parts incorporate section 2's relevant research. Section 3 provides a brief 

description of the machine learning algorithms used. The findings are discussed in part 5, while the 

approach is covered in section 4. The conclusion is outlined in Section 6. 

2 . Related work 

Almost over 70% of the adult Indian population suffering from hyperglycemia, rendering it 

a key issue. By combining various techniques including machine learning and data mining, several 

researchers have attempted to anticipate the signs of diabetes [11]. A select few of them have also 

used genetic algorithms and neural networks. Since the topic of diabetes prediction is supervised in 

nature, several have employed machine learning, data mining, and ANN supervised approaches. 

This study describes this few works that are very closely connected. For the goal of 

predicting diabetes, several research papers have made use of the Pima Indians Diabetes Dataset 

(PIDD). Weka tool and machine learning techniques were used by [13, 14, 16, 17, 20, 21, 23]. 

Researcher methods may be generically categorised into four categories: machine learning 

techniques, data mining techniques, hybrid methods, and genetic or neural network algorithms. 
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employed electrocardiogram (ECG) readings and deep learning techniques to identify diabetes in 

12]. They specifically employed convolution neural networks and long short-term memory, and [ 

subsequently support vector machines were used to extract features. As a consequence, they 

discovered an extremely high accuracy of 95.7%. In the goal of predicting diabetes, [13] utilized 

three machine learning techniques to PIDD: decision tree (DT), naive based (NB), and support 

vector machine (SVM). The accuracy of the Naive Bayes classifier was measured to be 76.30%. 

In [14], data mining methods were used to reliably predict up to 95.42% of a person's 

chance of acquiring type 2 diabetes. These approaches included enhanced kNN and logistic 

regression. The adjustment was carried out by empirically choosing the first seed point's value. By 

doing 100 runs and choosing the least value of the "inside clustering sum of squared errors," the 

first seed point was established. 
In [15] especially in comparison regression analysis, the artificial neural network (ANN), 

and decision tree (DT) for assessing the likelihood of diabetes and pre-diabetes premised on 12 risk 

variables, which would include education level, work stress, BMI, age, sleep duration, gender, 

marital status, family history of diabetes, coffee consumption, preference for salty foods, physical 

activity, and fish consumption. Among the three approaches, DT was discovered to deliver the 

greatest outcomes. 

Applied a hybrid method in [16] which also incorporates the genetic algorithm (GA) for 

feature selection and the radial basis function neural network (RBFNN) for classification. They 

discovered that the hybrid approach outperformed RBFNN on its own. 

The number of pregnancies, BMI, and glucose level were revealed to be the most significant 

factors for diabetes prediction among all parameters in [17] when logistic regression was used to 

PIDD for diabetic prediction. 

[18] used naive bayes, IB1, and C4.5 algorithms to do feature selection and diabetes 

identification. The research has come to the conclusion that the most essential variables for blood 

sugar administration are patient age, the frequency of the diagnosis, the requirement for insulin, and 
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food control. The style of care, home monitoring, and significance of smoking are some additional 

factors that also have an impact on the results. 

Raw data was gathered in [19] in the form of Electronic Reports (EHR) from a variety of 

sources, including clinical reports, prescriptions written by doctors, reports from diagnostic centers, 

pharmacy-related data, and data requested by insurance personnel. All of this data combined with a 

map reveals precise traits that are closely associated to diabetes. 

[20] investigated logistic regression, ANN, logistic regression, and naive bays as four 

classification techniques. All were processed to further bagging and boosting, and random forest 

was also used. All groups managed a maximum accuracy of between 84% and 86%. 

Going to follow extracting the features using untrained methodologies including such 

Principle Component Analysis (PCA) and Minimum Redundancy Maximum Relevance (mRMR) 

approaches, Random Forest, J48, and ANN were employed in [21] for classification. It is 

discovered that mRMR accuracy is superior to PCA with all characteristics. 

The danger of metabolic syndrome and diabetes was a concern in [22]. Naive Bays and the J48 

(C4.5) decision tree model were used for prediction, and k-medoids sampling was used to balance 

the training set. NB did better than the others in their investigation. 

The influence of several data mining algorithms for diabetes diagnosis is summarised in 

[23]. The following classification techniques were used: Multilayer Perceptron (MLP), Bayes 

Classification, J48graft, JRip (RIP-PER), and Fuzzy Lattice Reasoning (FLR). Most accurate was 

determined to be J-48 surgical intervention. 

Machine learning algorithms were used on individuals in [24] who had a history of 

cardiovascular risk but did not have diabetes. From Rama University Hospital, five years' collection 

of data has been acquired in the form of either an EMR. Then, 10-fold classification algorithm was 

used utilizing machine learning techniques. Logistic regression model used to have the maximum 

accuracy. 

3 .0 An Introduction of Machine Learning Classification Models 
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  3 .1 Method of Logistic Regression 

A version of reinforcement methods called logistic regression utilises the sigmoid 

function to estimate probabilities in order to compute the relationship between someone binary 

explanatory variables and at least one independent variable. Contrary to its name, logistic regression 

is not used to solve regression concerns but instead is a variety of classification problem within 

which the independent variable might be binominal, ordinal, interval, or ratio-level and the 

dependent variable is dichotomous (0/1, -1/1, true/false). The following is the sigmoid/logistic 

function: [6] 

1 
푦 = ……………………………………. (1) 

1 +푒−푥 

Where y is the consequence acquired by weighing the total of the input variables x. The 

output is 1 if it is more than 0.5; else, it is 0. 

3 .2 Classifier K-Nearest Neighbor 

Although the K-Nearest Neighbor (KNN) approach is typically employed in 

business to address classification issues, it may be utilized to handle regression-related difficulties 

as well. The ease of translation and quick computation are its main benefits. The points (2.5, 7) and 

(5.5, 4.5) in figure 1 will be assigned to any of the clusters. To determine the distances between 

every new data point and any old data point, the KNN employs the Euclidean distance function. As 

a result, the numbers (2.5, 7) will be in the green cluster and the numbers (5.5, 4.5) will be in the 

red cluster [7]. 

Fig. 1 K-Nearest Neighbor 
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  3 .3 Static Vector Machine (SVM) 

In machine learning algorithms, SVM is a supervised estimator which may be 

applied to both classification and regression. It is mostly used to address classification-related 

issues. SVM attempts to categories data points in a multidimensional space using the proper hyper- 

plane. A decision boundary for classifying data points is a hyper-plane. With the widest possible 

gap between the classes and the hyper-plane, the hyper-plane classifies the data points. Support 

vector machine categorization is shown in Figure 2 [8]. 

Fig. 2 Static Vector Machine 

3 .4 Naive Bayes Method to Categorization 

A probabilistic machine learning approach based on the probability theory's Bayes 

theorem is known as the naive bayes classification method. It is one of the finest classifiers because, 

despite its simplicity, it performs better than other classifiers. Below [9] is the Bayes theorem for 

computing posterior probability: 

ꢁ  
(ꢁ |푐)ꢁ (ꢂ

) 

푝(ꢁ |푐) 

= 

……………………………. (2) 
ꢁ  (ꢃ) 

Where: 

P(c|x): Posterior Probability 

P(x|c): Likelihood 

P(c): Class Prior Probability 

P(x): Predictor Prior Probability 

3 .5 Clustering Algorithm Method for Identification 
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The choice process forms the basis of a tree structure. It has exceptional precision 

and stability and may be regarded as a tree. A decision tree is shown in Figure 3 [10]. 

Fig.3 Clustering Algorithm 

3 .6 Classification with Random Forests 

From a chosen at random portion of the training dataset displayed in figure 4, the 

random forest classifier builds numerous decision trees. The final class of test items is then 

determined by averaging the votes from several decision trees [29]. 

Fig.4 Random Forests 

4 . Methods 

.1 Data Description 

A total of 950 people, including 376 women and 584 men, are chosen for this study 

4 

who are 19 years old or older. A questionnaire that was self-prepared based on the factors that 

might cause diabetes was given to the participants and is provided in Table 1. The PIMA Indian 
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Diabetes database was used in the same studies to confirm the model's validity [28], as shown in 

Table1. A sample dataset obtained using a questionnaire is shown in Figure 6. 

Our Set Data 

Parameters 

Pima Data Set 
S. No. 

Instances 

950 

Parameters Instances 

Total 
Total Participants 760 

Participants 

1 

2 

Age 18 or above Age 21 or above 

Gender Gender 

Male 567 

383 
All Female 

Pregancies 

760 
Female 

famil history with 

diabetes 
3 

4 

Yes/ No Numeric 

Plasma glucose 

concentration a 1.55 

hours in an oral 

Diagnosed with high 

blood pressure 
Yes/ No Glucose 

glucose tolerance test. 

• None 

• Less than half an hour 

• More than half an 

hour 

Walk/run/physically 

active 

Diastolic blood 

pressure (mm Hg) 
5 Blood pressure 

• One hour or more 

Triceps skin fold 

thickness (mm) 

-Hour serum insulin 

(mu U/ml) 

Body mass index 

(weight in kg/(height 

in m)) 

6 

7 

BMI Numeric Skin thickness 

Insulin 
2 

Smoking Yes/No 

Yes/No 
Alcohol 

consumption 
8 

9 

BMI 

Diabetes 

pedigree 

function 

Diabetes pedigree 

Function 
Hours of sleep Numeric 

Diabetic – 254 

Non- diabetic - 515 
1 

1 

1 

0 

1 

2 

Hours of sound sleep Numeric 

Yes/No 

Yes/No 

Outcome 

Regular intake of 

medicine? 
Junk food 

consumption 
• Not at all 

• Sometimes 
1 

1 

3 

4 

Stress 
• Often 

• Always 

Blood pressure 

level 
High/normal/low 

Number of 

pregnancies 
1 

1 

1 

5 

6 

7 

Numeric 

Yes/No 

•Not much 

Gestation diabetes 

Frequency of 

urination • Quite much 
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  • Diabetic - 383 
1 8 Diabetic? 

• Non Diabetic - 567 

Fig.5 Study of this Data set 

R programming language with Visual studio were utilized for the report's implementation as well as 

coding, respectfully. Using the data collected and the Pima sample, algorithms for machine learning 

such as regression models, k-nearest neighborhood, the support vector machine, naive bays 

Data acquisition: 

Raw data from 

general public 
Pre-Processing: 

Data cleaning 
Planning: 

Understanding 

Diabetes Mellitus 

Design and implementation: 

Applying classification 

techniques 

Data 

Analysis through and data 

stionnair nsformati 
que e on tra on 

diabetes 

Performance Evaluation and 

knowledge generation: Evaluate 

model by applying various metrics. 

classifier, decision tree, and random forest classifications were applied in hopes of predicting 

diabetes. Then, all of these recommendations from each categorization are contrasted to each other. 

The stages to execute the machine learning algorithm are specified below and are seen in figure 5. 

5 . Discussion and Results 

The figure 5 demonstrates the data set which used identify diabetes. Here, the response 

variable was the diabetes factor, while the other parameters were treated as independent factors. 

Only binary values can be used for the diabetic parameter, where 0 denotes non-diabetes and 1 
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denotes diabetes. The total sample is divided into a training set and a test set in the proportions of 

5:25 in order to train the dataset. The training set was then used to predict the test set outcomes 7 

using all six classification approaches, including Logistic Regression, K-Nearest Neighbor, Support 

Vector Machine, Naive Bayes, Decision Tree, and Random Forest, which produced the confusion 

matrix in Table 2. 

Table : 2 Confusion matrix generated utilizing multiple methods. 

_ ___________________________________________________________________________ 
Logistic 

Regression 

K Nearest 

Neighbour 

Support Vector 

Machine 

Naive Bayes Decision Tree Random Forest 

Our 

dataset 

0 1 0 1 0 1 0 1 0 1 0 1 
0 

1 

157 14 0 147 27 0 157 16 0 144 27 0 156 15 0 167 4 

21 46 1 31 36 1 17 50 1 19 48 1 23 44 1 10 57 

Pima 

Dataset 

0 1 0 1 0 1 0 1 0 1 0 1 

0 

1 

107 18 

31 36 

0 104 21 

1 35 32 

0 107 18 

1 31 36 

0 105 20 

1 23 44 

0 93 32 

1 26 41 

0 105 20 

1 28 39 

The measure indicated in equation 3-9 may be derived through using confusion matrices which 

were collected. True Negative (TN), False Positive (FP), False Negative (FN), and True Positive 

were the conclusions of these matrices (TP). Due to the higher number of non-diabetic cases than 

diabetic ones in both datasets, the TN is greater than the TP. As a result, all strategies provide 

worthwhile outcomes. The following measurements have been determined using the following 

equations [25–27] in hopes of determining the precise precision of each method: 

푇푃+푇푁 
퐴푐푐푢푟푎푐푦 

푅푎푡ꢄ = 

퐸푟푟푎푟 

푅푎푡ꢄ = 

…………………………….(3) 
푇푃+푇푁+퐹푁+퐹

푃 

퐹푃+퐹푁 
……………………………….(4) 

푇푃+푇푁+퐹푁+퐹

푃 푇푃 
Sensitivity = ………………………………………(5) 

푇푃+퐹푁 
푇푁 

Specification = …………………………………….(6) 
푇푁+퐹푃 

푇푃 
Precision = ………………………………………..(7) 

푇푃+퐹푃 
2 ∗(Precision∗Sensitivity) 

F − Measure = ……………………..(8) 

………………….(9) 

Precision∗Sensitivity 

(푇푃∗푇푁)−(퐹푁+퐹푃) 

(푇푃+퐹푃)(푇푃+퐹푁)(푇푁+퐹푃)(푇푁

+퐹푁) 

푀퐶퐶 = 
√ 
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The accuracy rate, error rate, sensitivity, specificity, and precision of each model are all analyzed, 

and the outcomes are displayed in Table 3 along with the Matthew's correlation coefficient (MCC) 

as well as area under the curve (AUC). 

Table.3 values for various metrics using multiple categorization methodologies. 

_ ___________________________________________________________________________ 
Logistic 

Regression 

K Nearest 

Neighbour 

Support Vector 

Machine 

Naive Bayes Decision Tree Random Forest 

Our Pima Our Pima Our Pima Our Pima Our Pima Our Pima 
dataset 

0.857 

0.142 

0.882 

0.779 

0.923 

0.902 

0.685 

0.890 

dataset 

0.744 

0.255 

0.775 

0.666 

0.856 

0.813 

0.416 

0.770 

dataset 

0.773 

0.226 

0.826 

0.610 

0.865 

0.845 

0.419 

0.830 

dataset 

0.708 

0.291 

0.748 

0.603 

0.832 

0.787 

0.331 

0.742 

dataset 

0.865 

0.134 

0.901 

0.769 

0.912 

0.906 

0.664 

0.885 

dataset 

0.744 

0.255 

0.775 

0.666 

0.856 

0.813 

0.416 

0.770 

dataset 

0.806 

0.193 

0.883 

0.640 

0.842 

0.862 

0.540 

0.849 

dataset 

0.689 

0.310 

0.820 

0.687 

0.840 

0.830 

0.502 

0.756 

dataset 

0.840 

0.159 

0.871 

0.745 

0.912 

0.891 

0.592 

0.854 

dataset 

0.697 

0.312 

0.781 

0.561 

0.744 

0.762 

0.349 

0.749 

dataset 

0.941 

0.058 

0.943 

0.934 

0.976 

0.959 

0.852 

0.969 

dataset 

0.750 

0.250 

0.789 

0.661 

0.840 

0.813 

0.436 

0.774 

Accuracy 

Error 
Sensitivity 

Specificity 

Precision 

F-Measure 

MCC 1 0-fold 
CV 

Kappa 

AUC 

0.727 

0.908 

0.470 

0.765 

0.516 

0.916 

0.419 

0.815 

0.713 

0.893 

0.466 

0.771 

0.638 

0.857 

0.447 

0.760 

0.646 

0.916 

0.422 

0.842 

0.922 

1.000 

0.488 

1.000 

Another finding from table 3 is that, because our dataset has more fields that are pertinent to 

determining the risk of diabetes, all of the algorithms are more accurate on it than the PIMA 

database. For our dataset, the Random Forest classifier outperforms all others in terms of accuracy 

(at 90%), sensitivity, specificity, precision, and F-measure. Also, the random forest model's AUC 

score is 1, indicating that it performs outstanding categorization. 
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Fig.7. Variable Importance 

The 10-fold cross validation method was also used to evaluate the efficacy of various 

models. A portion of the data is set away during the cross validation procedure, and the remaining 

data is used to train the model. Moreover, the procedure is repeated for a different data chunk. The 

sections are determined using the k-value. Data is separated into 10 sections since 10-fold cross 

validation was used in this instance. Cross validation for random forests has the highest accuracy. 

The random forest's kappa statistics are superb, exceeding.8 

The significance of each parameter in the dataset is displayed in Figure 7. On the classifier 

model construction, a R function named "summary" is used to conduct this analysis. The star next 

to each parameter indicates the significance of the associated variable. The ratings are "***," "**," 

"*," and "." in that sequence. Where "***" denotes the greatest priority and "." the lowest priority. 

The variable without a rating is essentially irrelevant. To determine which parameter has a 

stronger influence on the forecast, variable importance is analyzed. 
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  6 . Conclusion 

Detecting diabetes risk at an early stage is one of the worldwide health challenges. This 

study aims to develop a framework that predicts the risk associated with type 2 diabetes. Six 

machine learning classification techniques were used in this study, and the outcomes were 

evaluated using several statistical metrics. Tests were run on a dataset comprised of 18 diabetes- 

related questions that were compiled through online and offline surveys. On the PIMA database, 

the same methods were also used. 

According to the experimental findings, Random Forest performed the best overall on our 

dataset, with an accuracy rate of 94.10%. With the PIMA dataset, random forest also provides 

the maximum accuracy. All of the models achieved good results for various parameters, such 

accuracy; recall sensitivity, etc., across the six distinct machine learning techniques used. Figure 

7 shows the finding that among all factors, "Age," "Family diabetes," "Physically active," 

"Regular Medication," and "Diabetes" or gestational diabetes had the highest significance. 

These factors influence diabetes prediction more than the others. 

This outcome can be applied in the future to forecast any other illness. This study has room for 

improvement, including the use of additional machine learning algorithms to forecast diabetes 

or any other disease. 
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