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Abstract  

Since its inception in 1960, text classification has had a long history. Since then, Text 

classification has benefited much from the study. Some studies have modified the original 

tools, while others have incorporated innovative ideas in one or more steps of the text 

classification approach, but no general model has yet been proposed that can efficiently classify 

the text in multiple languages. This research examines the literature in twenty languages to 

determine what technical challenges exist that prevent the creation of a generic model. It also 

seeks to determine whether it is possible to develop a model that can classify text in many 

languages. Our findings show that The phases of representation and pre-processing are found 

to bring particular challenges for each language.  Depending on the availability of the data and 

the precise classification objective, academics classify text published in languages other than 

English using essentially the same basic methodology, tools, and other components. There is 

no single Generic model that is acceptable across all languages, despite the adoption of 

comparable models in text classification across several languages. The questions posed as a 

research challenge for this study are addressed in this paper. Our findings will aid scholars in 

comprehending the problems encountered at various stages of the text classification process. It 

will also assist them in thinking of innovative ways such as reducing existing bottlenecks and 

opening up new study fields. 

Keywords: generic model, literature review, multiple languages, pre-processing, text 

classification 

Introduction 

The classification of unstructured texts into pre-set categories has become a critical 

need of the hour in light of the current reality of massive online textual data being generated 

every second. Text classification, on the other hand, dates from the 1960s. Since the 1980s, 

several scholars have been working on text categorization, but no universal model that can 

categorize all types of unstructured text has been developed. The goal of this review study is 

to identify a likely solution to the two questions below: 

Q1. What are the technological challenges during the different phases of the categorization 

procedure that limit the building of a generic model? 

Q2. What is the best way to get a generic model that can classify, if not all, but at least the text 

of two or more languages? 
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To address the above two concerns, one must first comprehend the basic processes of 

the text classification procedure as well as the expectations from a generic classification model. 

The human technique of classifying a collection of given text into some pre-defined categories 

would most likely start with understanding the categories, reading the text, applying their 

knowledge to comprehend the context, and inferring the relationship between the context and 

the pre-defined categories and as a result, the text might be categorized into any of the available 

categories. 

The machining method of classifying a set of text, on the other hand, starts with reading 

the text and pre-processing it, eliminating the less important tokens while maintaining the most 

significant ones in a succinct form, quantifying the text for numerical transformation, and then 

applying mathematical methods to categorize it into a given category. A generic model for text 

classification can be defined as a model that can read any type of text (text in more than one 

language; The scope of this study does not extend to any other kind of text), and represent the 

text in some intermediate numeric format, and perform some computation to determine which 

category the given text belongs to. 

Our analysis began with a survey of prior literature reviews conducted by different 

researchers in various languages. These evaluations aided us in determining the distinctiveness 

of our paper. The following is a list of prior literature reviews. After this discussion different 

relevant sections have been used to present the review of literature linked with other steps of 

the text classification in different languages. 

A. Previous Literary Analyses 

One of the prior literature reviews, [1] provided a thorough overview of the text 

classification process, including its phases and methodologies while other researchers [2] 

looked at opinion mining and sentiment classification in Hindi, Russian, and Chinese, and 

discovered that most non-English research followed the approaches employed in English, with 

only limited use of language-specific aspects such as morphological differences. Cross-domain 

research has received less attention. Some of the researchers [3] have given a year-by-year 

comparison of different approaches in each step of the classification process. They have 

provided their thoughts on the circumstances in which one solution outperforms others on a 

given application challenge. 

In a study [4]  four writers each defined automatic text classification, which has been 

expressed in mathematical notation and graphical form. The researchers have prioritized the 

research of external knowledge's role and impacts on automatic text classification. Some of the 

researchers [5] have conducted a literature review of text classification papers published 

between 1997 and 2012 and discovered that 86 percent of the publications employed machine 

learning-based methods for text categorization. They discovered that SVM and KNN 

algorithms were employed in 65 percent of the studies. They also looked at various articles on 

multilingual text categorization and discovered that LSI and SVM are complementary and that 

a hybrid model is needed to overcome both models' limitations. 

A thorough literature review [6] was presented that outlined the major features of the 

various Text Classification approaches and methods used to classify Arabic text. The 

researchers complained about the absence of standardized corpora for Arabic text, noting that 

the majority of the work had been focused on Modern Arabic text, with Colloquial Arabic 

receiving relatively little attention, while some of the reviewers [7] discussed the advantages, 

disadvantages, and current research trends in Artificial Intelligence. They have underlined the 

importance of understanding the data's nature before mining it. They also recommended 

looking into developing simpler algorithms, a superior method for integrating domain 
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knowledge, multilingual text refining, subjectivity detection, and contrastive viewpoint 

summarization. A prior review paper [8] analyzed existing text classification algorithms, 

highlighting the key constraints of each component of the text classification process. One of 

the studies [9] investigated contemporary neural network trends for classifying Arabic text. 

They provided evidence for the use of deep learning models to enhance Arabic text 

classification research. Based on difficulties and research correlation of previously proposed 

text classification phases and associated challenges, researchers [10] have reported trends, 

gaps, and research patterns of text classification techniques. They discussed nine various sorts 

of research objectives, as well as diverse datasets, text language usage, proposed technique 

focus areas, and the gap in the last twelve years while some researchers [11] investigated text 

classification pre-processing, feature extraction, alternative methods, and approaches, as well 

as evaluating performance matrices for improved evaluation. 

To our knowledge, no comprehensive systematic literature review has analyzed the 

reasons for using different text classification techniques or a different combination of methods 

in all steps of text classification, even though many researchers and scholars have reviewed the 

previous literature descriptively and systematically with different points of view. This review 

paper examines the complete text classification technique from the perspective of 

understanding the role and impact of each phase on the overall text classification operation, to 

determine the possibility of a generic model. To uncover the answers to the study questions, a 

more in-depth analysis was conducted while reviewing the literature linked to each step of the 

text categorization technique. In addition to these literature evaluations, we looked at work 

done by researchers in about twenty languages, such as(Arabic, Chinese, Croatian, English, 

Finnish, French, German, Hindi, Indonesian, Japanese, Korean, Marathi, Persian, Polish, 

Portuguese, Russian, Sanskrit, Spanish, Turkish, Uzbek), to figure out why no generic model 

exists and what technological obstacles it faces. 

The remainder of the paper is laid out as follows. The investigation and analysis of the 

pre-processing step are discussed in Section II of this paper. The combined investigation and 

analysis of text representation, feature selection, and feature extraction procedures is presented 

in Section III. The review and analysis of text classification models are presented in Section 

IV. Section V discusses the conclusion as well as the answers to the research issues under 

discussion. In section VI, the study concludes with a list of references. 

Pre-Processing 

Preparing text data for a classification system by using a technique called text pre-

processing. Noise in text data includes varied text cases, punctuation, and other elements.  A 

few of the pre-processing methods used are tokenization, stop word filtering, parts-of-speech 

(POS) tagging, word sense disambiguation, grammatical parsing and cleaning, lemmatization, 

stemming, text summarization, document indexing, and TF-IDF. In this section, we have 

provided our study of several related pieces of literature and attempted to identify the 

challenges that researchers experience throughout the pre-processing step. We investigated not 

just pre-processing of English language text, but also pre-processing of text in other foreign 

languages. We also looked into several text pre-processing approaches for Indian languages. 

Although this is not a full collection of articles, we have attempted to include the most 

significant ones. In the following section, we have presented the studies that shed light on the 

pre-processing step's consequences. 
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B. Effects of Pre-Processing 

Pre-processing is an important part of text categorization since it cleans up the data by 

removing noise and irrelevant information. In this area, we've included various papers that 

address the impact of pre-processing on text classification. The following papers were chosen 

to represent this section because they demonstrate how text classification is impacted by pre-

processing in a variety of languages, including German, English, Turkish, Arabic, Chinese, and 

Spanish. 

Investigators [12] created a multi-label text classification system to sort free-text 

medical documents written in German into pre-defined categories. They compared the 

performance of Naive Bayes, k-NN, SVM, and J48 classification models. They also ran 

additional tests to see if pre-processing affected the results. Their findings revealed that pre-

processing enhanced performance, with J48 achieving the highest outcomes. Arabic is a 

member of the Semitic family of languages. Researchers [13]  explored the effect of Arabic 

text pre-processing on Arabic text classification. They concluded that reducing the number of 

features lowered classifier complexity and space needs while also saving time. 

The impact of pre-processing on English and Turkish text categorization in terms of 

accuracy, text domain, text language, and dimension reduction was investigated in the paper 

[14]. The researchers compared all conceivable combinations of widely used pre-processing 

activities on two domains: email and news. They discovered that selecting the right 

combination of pre-processing activities can result in significant performance improvements. 

Chinese stop words contain very valuable information, so cannot be directly removed just like 

English stop words. 

[15] studied how text pre-processing affected text categorization using machine 

learning methods. The researcher employed tokenization, stop word removal, and stemming as 

pre-processing methods, and then compared Chi-square and TF-IDF with cosine similarity 

scores for feature extraction. The findings of the experiment revealed that text pre-processing 

had an impact on feature extraction approaches that improve English text classification 

performance, especially for modest threshold values. Tw-stAR is a multi-label classification 

system developed by researchers [16] that recognizes the emotions expressed in Arabic, 

English, and Spanish twits. They discovered that stemming, lemmatization, and emoji labeling 

were the most successful tasks for emotion MLC, emphasizing the importance of pre-

processing in emotion MLC. The effects of various pre-processing techniques on text 

classification in Spanish and English across short and lengthy documents were examined in 

[17]. They recommended using lemmatization in the short dataset and stop words in the large 

dataset based on the positive outcomes of their experiments. In comparison to the count 

vectorizer, which produced the greatest results for short text, TF/IDF has an impact on classifier 

performance by raising the f-measure for long text. They demonstrated that the best number of 

characteristics for long texts is 500, compared to 50 to 100 for short texts. 

The researchers [18] have discussed the strategies they employed in their Russian 

chatbot assistance for structuring the employee support system. For pre-processing the Russian 

language text, NLTK, Pymporphy2, SpaCy, gensim, and MyStem were used to investigate 

approaches such as tokenization, elimination of stop words, and reduction to the basic form. 

They also contemplated using the Deeppavlov framework to recognize named entities. While 

another project on identifying abusive text in Russian [19] concluded that by selecting the 

appropriate preprocessing techniques and language-specific feature selection, it is possible to 

achieve state-of-the-art performance on par with the best-performing English language models 

even using a simple SVM model. 
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After reading multiple articles about several languages, we discovered that pre-

processing has a significant impact on the text categorization approach. In some situations, it 

improved the classifier's performance and throughput, but in others, no significant changes 

were seen. Aside from that, we learned that pre-processing comprises techniques like 

tokenization, stop word removal, POS tagging, stemming, and lemmatization. Our research 

found that different combinations of various pre-processing techniques had the most positive 

impact on the categorization method, though it was unclear which specific methods should be 

combined to achieve the desired result, and why a particular combination of methods was 

chosen in research papers. There was no mention of it in any of the articles. In the next section, 

we have presented some of the works that talk about Tokenization. 

C. Tokenization 

A textual passage can be divided into smaller components called tokens through the 

process of tokenization. Traditionally tokenization was done on a word level [20]. Recently 

more granular decomposition has been applied like character n-gram, sub-words, and even byte 

representation of text.[21]. Researchers [22] have emphasized that tokenization can be regarded 

as the most important operation among other pre-processing methods that are language-

dependent. Earlier rule-based tokenization was carried out by separating tokens along white 

spaces, punctuations, and contractions. Mosses [23] and Spacy [24] are rule-based NLP 

toolkits. Tokenizers decompose the input text data and create a vocabulary of terms that are 

used to generate index-based numerical representation. These representations are sometimes 

very large having out-of-vocabulary (OOV) words from which a model cannot extract 

meaningful information. To reduce these OOV words, some researchers have proposed 

character level segmentation which works well in some languages but was not relevant in 

sequence modeling [25]. Byte pair Encoding BPE was an important development in 

tokenization [26]. 

Earlier it was used as a data compression algorithm but later it was used for sub-word 

segmentation [27]. Byte level BPE [28] was applied to raw bytes. Word piece Tokenizer[29] 

was developed for Japanese text segmentation problems similar to word piece.UnigramLM 

was proposed [30] which worked in the opposite direction of Word Piece Tokenizer. 

Many of the monolingual tokenization techniques rely on extra-linguistic preparation. 

Before utilizing the WordPiece algorithm, Arabic tried pre-segmentation techniques, Japanese 

used a pre-built morphological parser whose tokens were then converted into characters, and 

Korean included bi-directional conditioning. It can be concluded that text segmentation is a 

crucial component of the Text Classification process with high linguistic relevance and 

significant implications for every step of a classifier's pipeline because of its inextricable links 

to embedding formation. The language dependency of the tokenizer is the probable reason for 

the non-existence of a generic model for tokenization. We've listed some of the works that 

discuss the Stop word removal strategy in the text categorization method in the next section. 

D. Stop Word Removal 

In any natural language, the most common words that do not add much value to the 

meaning of the document while analyzing the given text document, are called Stop words. 

Domain-specific words also contribute to stop words of any language. These stop words are 

removed from the document before further processing. In this subsection, we have presented 

some of the papers that discuss the novel methods of removing stop words in languages such 

as Arabic, Chinese, English, French, and Sanskrit. For the Arabic language researchers 

suggested a stop word removal algorithm using a Finite State Machine [31] that achieved 98 

percent accuracy. Chinese language researchers proposed a probabilistic automatic aggregated 
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methodology-based algorithm [32] however, they did not test it for other languages. They 

utilized a mix of domain and dispersed generic terms. 

For the Spanish language, a new method for the selective eradication of stop words in 

the term candidate was put out [33]. Some of the choices for the term had stop words included 

in them. With the use of a predefined stop word list, these words are often removed when stop 

words are removed. The researchers advised simply removing the stop word portion of the 

word rather than the complete word because the remaining portion may contain a significant 

candidate phrase. The researchers [34] proposed that for English and French, a smaller stop 

word list of 9 words performed similarly to a bigger list of 571 terms. In Hindi and Persian, a 

bigger list improved the outcome. Some of the experimenters [35] designed a stop word 

removal algorithm based on a hybrid dictionary approach and implemented it in Sanskrit with 

98 percent accuracy. Investigators [36]have offered a systematic review of various stop word 

removal strategies. They discussed the classical approach, Zipf's law method, the mutual 

information method, and the term-based random sampling method. 

According to our investigation based on the above-mentioned literature, each language 

has its own set of stop words. Even within the same language, this set of stop words might vary 

depending on the context of the document. As a result, researchers devised novel stop word 

removal strategies in a variety of languages, which yielded positive results. Still, there is a lack 

of language-independent universal techniques for stop word removal.  Apart from stop word 

removal, we discovered that stemming and lemmatization were the most commonly used stages 

in pre-processing text documents. The next subsection looks at some of the papers that 

examined stemming. 

E. Stemming 

Stemming is the process of condensing words with inflected forms to their word stem and root 

forms. It is one of the most essential and often used methods for assisting in-text normalization. 

This section contains papers on the stemming operation in text categorization for various 

languages such as Portuguese, English, Indonesian, Marathi, French, Spanish, Uzbek, 

Japanese, and Arabic. 

Spanish has a sophisticated morphology. The investigator [37] suggested a 

straightforward yet effective algorithm. They proposed 300 stemming and reduction rules that 

were paired with a dictionary search. By using various examples, they showed that their 

experiment worked. On the other hand, some researchers used the SUM paradigm on the Reuter 

dataset and the European Portuguese language dataset in their experiment[38]. Using all of the 

terms in the English dataset and stemming them improved the classifier. 

The goal of the Stemming method is to locate a word's morphological root. In the paper 

[39], researchers have described various types of languages, ranging from isolating language 

(no morphology) to polysynthetic language (complex words with more morphemes). There is 

also agglutinative language, which has words that can be easily separated into morphemes, and 

fusional language, which has words that are not identifiable morphemes. Because different 

languages have distinct morphological rules, there is no such thing as a perfect stemmer that 

can reliably extract the stems of each phrase regardless of its properties. 

Words in the Indonesian language have prefixes, suffixes, infixes, and confixes, making 

it difficult to match related words. Researchers [40]offered a revision to the Nazief and Adriani 

method and attained a 95% accuracy rate. Unlike other Indian languages, Marathi words have 

a consistent structure. Plain suffixes, connect word suffixes, and complicated suffixes are the 

three forms of suffixes in Marathi. An unsupervised stemmer based on the n-gram splitting 
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technique has been proposed [41]. They recorded maximum accuracy of 82.5 percent. The 

utility of stemming in an application is determined by the nature of the input document, the 

vocabulary, and the application's aim. Researchers [42]compared all three types of stemming 

algorithms and discovered that some stemming algorithms performed better in one area while 

others performed better in another. They concluded that no perfect stemmer had yet been 

designed to meet all of the parameters. 

A new approach was introduced by the experimenters [43] by truncating each word to 

its beginning letter. The new ultrastemming approach significantly decreased the volume of 

representation while keeping the substance of the summary, and it also enhanced the system's 

performance. They validated their findings using corpora from three languages: English, 

French, and Spanish. While researchers [44] discovered that Uzbek is a morphologically rich 

agglutinative language. Since most stemmers are language-dependent (English being the most 

popular), they proposed a stemmer based on Lovins Stemmer for the Uzbek language. To meet 

the needs of the Uzbek language, they improved the characteristics of Lovins Stemmer by 

adding the ability to remove prefixes as well (Lovins Stemmer is a suffix-removing model). 

Stemming and lemmatization are adventitious in the areas of Arabic IR and NLP 

applications [45]. The effectiveness of information retrieval is significantly increased when 

Arabic roots are used as indexing phrases. It seeks to lower the size of data to increase 

transmission speed and decrease the size needed for storage. In the case of Arabic, overly 

semantic classification affects roots, whereas underly semantic classification affects stems. 

Lemmas are a static lexicon at a specific point in time that might not share all the words' 

grammatical characteristics. 

Researchers [46] conducted a literature assessment of all Japanese pre-processing 

methods and tools and discovered that morphological analysis of the Japanese language is 

challenging owing to the Japanese grammar system's peculiarity. As a result, they advised that 

to complete the Japanese pre-processing phase, a mix of Japanese NLP technologies should be 

used. 

Our research reveals that each language has its morphology and grammar, which limits 

the construction of a universal stemmer that can handle numerous languages. The lack of a list 

of root words and their probable inflections further hinders the construction of a stemmer of 

this type. A thorough investigation of the stemming process in both English and other 

languages [47] contends that because no language perfectly adheres to a set of deterministic 

principles, it is challenging to create a perfect stemmer that can precisely determine the stems 

of any phrase regardless of its properties. Recall and Precision have been used to gauge the 

stemmer's effectiveness, however, these measures are susceptible to outside influences. The 

needs of the user affect the choice of the stemmer as well. For example, depending on the space 

available in the device, a robust stemmer or a light stemmer might be employed. The 

application's goal and the collection's document length have a direct bearing on the outcomes. 

The next subsection talks about lemmatization and POS tagging. 

F. Lemmatization and POS Tagging 

Lemmatization is the process of organizing a word's inflected forms into a single unit 

for analysis using the word's lemma, or dictionary form. It considers the context in which the 

word is being used hence giving a grammatical valid word as a lemma.  When a word in a text 

is marked up as belonging to a specific part of speech based on both its meaning and context, 

this process is known as POS tagging. This subsection presents a few papers that discuss 

lemmatization and POS tagging in different languages such as English, Hindi, Arabic, and 

French. 
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By presenting a model based on linguistic pre-processing supported lemmatization, 

researchers [48] showed that their approach fared well on the well-known Reuter3 dataset. 

Academics [49] presented a novel method for addressing lemmatization as a classification task 

in machine learning. To transform the input word into an output lemma, the researcher 

computed an SES (Shortest Edit Script) between the reverse input and output strings. This 

method performed well and had a high level of language independence. 

Hindi is a language with a lot of inflections. Based on the core notion of space and time 

optimization, investigators [50] presented a Hindi lemmatizer. After processing a corpus of 

40000 phrases with 75 lakh words, they came up with a list of 124 suffixes. They've also 

devised a set of 124 rules for removing suffixes from root words and, if necessary, adding a 

character or 'matra' to the root word. They claimed that their technique was accurate to the tune 

of 89.08 percent. Experimenters [51] demonstrated that by employing POS features to classify 

Amazon product review data, the multiclass classification technique has a greater classification 

accuracy. 

Some researchers [52] described the use of the TXM platform (http://textometrie.org) 

to lemmatize Medieval French literature. Their project compiled an open morphological 

lexicon of Medieval French using available lexical resources. A human expert verified and 

corrected the lemmas at the end of the process. The authors [53] used a corpus of 2.2 million 

tokens that were annotated and validated using machine learning and a lemmatization 

dictionary to train their machine learning model for Arabic text. While another Arabic 

lemmatizer that gives a single lemma to each word in an Arabic sentence while taking into 

account the word context was proposed by [54]. Two modules make up the proposed system. 

A tagged corpus of roughly 500,000 words was used to validate this method's validity. 

Pre-processing has been identified as a key step in text classification, with implications 

for the total method, according to our findings. Languages have their morphology and 

grammar, as well as their own set of limitations. As a result, researchers have experimented 

with various combinations of pre-processing procedures to achieve the best outcomes. 

According to our findings, this is the probable reason for not having any generic model for pre-

processing of text in multiple languages. The following section of our paper discusses text 

representation approaches and includes literature evaluations on the subject. 

Text Representation And Dimensionality Reduction 

The objective of text representation is to find acceptable phrases to convert a document 

into numerical vectors that capture the same semantic information. The ability to infer vectors 

from text, whether at the character, word, phrase, or document level, has led to the development 

of numerous strategies and methods over time. Discrete Text Representation and Distributed 

Text representation are two types of Text Representation. Discrete Representation includes 

One-Hot Encoding, Bag-of-words, Count Vectorizer, and TF-IDF, whereas Distributed Text 

Representation includes Co-Occurrence Matrix, Word2Vec such as CBOW and Skip-gram, 

GloVe, Fast Text, and BERT. Dimensionality Reduction is done through feature selection or 

feature extraction methods. These techniques help in the compressed representation of the 

document. We have offered an overview and analysis of previous work in the field of text 

representation in this part. We aimed to include research projects that used a novel method of 

text representation in any of the languages such as English, German, Croatian, Chinese, 

Japanese, Russian, Arabic, French, Korean, and Finnish. The pieces of literature studied in this 

section have been placed into four sub-sections Discrete Text Representation Distributed Text 

Representation and Some Novel Approaches and Dimensionality Reduction. 
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A. Discrete Text Representation 

In the case of text classification of German language texts using SVM, [55]determined 

that term frequency changes have a greater impact on SVM performance. On a Croatian-

English parallel dataset, [56]compared the n-gram and morphological normalization methods. 

Their findings revealed that n-grams improved classifier performance and could be used 

instead of morphological normalization, although they were computationally expensive. 

Another study talked about a bag-of-visual-words representation that is used to classify scenes. 

This representation is similar to the bag-of-words representation for text documents. 

Researchers [57] revealed that it can give an empirical foundation for constructing visual-word 

representations that are likely to provide higher classification performance. 

Some investigators [58] found that adding sentences to unigrams improved the 

categorization outcome for English patents substantially. The results were tested for 

generalizability to French and German, where the German language did not benefit. Whereas 

to understand the impact on the accuracy of the Support vector machine for sentiment analysis 

in Spanish, researchers [59] did a thorough investigation of various text transformations, 

tokenizers, and token weighting techniques. They concluded that in their circumstance, q-gram 

tokenizers performed better than n-word tokenizers. 

B. Distributed Text Representation 

Many NLP tasks use distributed word representations or word vectors that have been 

pre-trained on vast amounts of data.  Authors [60] used a dataset that included Wikipedia and 

Common Crawl to train the Skip-gram and CBOW word vector models. They also developed 

a quick language identifier that recognizes 176 different languages. While researchers 

[61]evaluated the impact of employing multi-words for representation on text categorization 

performance. They showed that subtopic representation beat general idea representation in 

multi-word representation. The linear kernel of the SVM outperformed the nonlinear kernel in 

classifying the Reuter21578 dataset. Some of the researchers [62] introduced a classifier that 

used Wikipedia to encode articles as vectors of concept weights, and they evaluated its 

usefulness for identifying biomedical texts published in any language while it was exclusively 

trained on English data. 

Graph neural networks are useful tools for analyzing graph-structured data. Authors 

[63] used a statistical word co-occurrence network to represent text material. The results were 

encouraging, as the proposed architecture was competitive with the existing ones. On the other 

hand, some of the researchers [64]developed a new way of describing and recognizing 

confounding variables in text categorization. They claimed that their model can learn textual 

representations that are unaffected by confounding variables. 

In Chinese, English, Japanese, and Korean, researchers [65] have investigated the use 

of various encoding techniques for both deep learning and linear models for text classification. 

They concluded that the best encoding strategy for convolutional neural networks was byte-

level one-hot encoding. 

Authors [66] presented a novel Finnish BERT model that was trained from the ground 

up and compared it to M-BERT on published datasets for POS tagging, NER, and dependency 

parsing, as well as a variety of text classification tasks. They claimed that their unique BERT 

model outperformed all other proposed models, including multilingual models. Whereas 

researchers [67] introduced an adaptive neural network technique based on the generalized 

Hebbian Algorithm to extract the first principal component of a French corpus of 90 web pages 

to reduce the dimension of the corpus. This algorithm only needed one vector at a time, ran 

quickly, and delivered accurate results. 
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C. Some Novel Approaches 

To represent the text document, the researchers [68] suggested a unique Tensor Space 

Model (TSM) based on algebraic high-order tensors at the character level. TSM outperformed 

VSM on 20 Virtanen et al.'s Newsgroup datasets, according to the experimental results. To 

define the class to which the document belongs, investigators looked for textual patterning  

[69]. Here feature vectors and tree kernels were produced by the tree-like text representation. 

These kernels were then utilized as a model selection technique in supervised learning based 

on cross-validation. A feature selection and word weighting strategy based on ontologies was 

examined by certain authors. [70]. They compared the BOW to the TFIDF method, which is 

based on domain knowledge. The outcome on a small dataset in the IT area indicated a 10.93% 

improvement in VSM performance. Representing Arabic Text semantically using Rich 

Semantic Graph (RSG) is one of the recent techniques that facilitate the process of 

manipulating the Arabic Language. The study [71] by the authors is a component of continuing 

research to produce an abstractive summary for a single Arabic input document. The Text to 

RSG representation is one of three modules that uses a domain Ontology to abstract Arabic 

text summarization. 

D. Dimensionality Reduction 

For Arabic language publications, experimenters used an SVM-based text 

categorization algorithm [72]. The F-value their model generated was 88.11. Researchers 

suggested using a Unified manifold learning framework for unsupervised and semi-supervised 

dimension reduction. [73]. To map the new data points, they used a straightforward yet 

successful linear regression algorithm. Their method could leverage several structures from 

labeled and unlabeled data as well as label information from labeled data. The CHI Square 

methodology was used as a feature selection method, and attribute overlap minimization and 

outlier elimination were used as dimensionality reduction strategies, respectively, for text 

categorization by authors [74]. They reported considerable gains in prediction precision, tree 

size, and space. Additionally, their model performed well, especially in huge vector spaces. 

Some academics suggested a new dimension reduction method based on hierarchical 

agglomerative word clustering [75]. A Co-operative Coevolutionary genetic algorithm was 

used to optimize the cluster weight of these clusters. For text pre-processing, they employed 

TF-IDF and Conf weight. 

In CNN, some of the researchers implemented an active learning strategy [76]. They 

created the model to swiftly discriminate between different word embeddings for a certain job. 

The novel approach outperformed the baseline AL approach on both a sentence and document 

level, according to the findings. 

On the other hand, some suggested an improved feature selection method that employed 

word embedding to calculate the most comparable terms to the current vocabulary determined 

by the IG algorithm and extend the lexicon with these words while adhering to specific rules 

[77]. In the Sogou Chinese text corpus and the Fudan Chinese text classification dataset, their 

model performed well. Some researchers[78] compared two methods for extracting 

characteristics for subject categorization of Polish Wikipedia articles with 34 subject areas: 

BOW and Word embedding techniques. Their findings revealed that a feature selection strategy 

based on word embedding outperformed typical NLP features, but that it required a suitably 

big training dataset. 

Fisher discriminant analysis was used by researchers [79] for dimensionality reduction 

in Arabic text categorization, and they found that it is 84.4 percent accurate. Some authors 

examined several fuzzy and support vector machine-based text document classification 
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systems' feature reduction and dimensionality reduction parameters [80]. Their comparison 

studies' results demonstrated that feature extraction and the support vector machine were the 

most popular options among the current systems. Compared to all other methods now in use, 

their usage percentages are 43.3 percent and 26.08 percent, respectively. Neural networks are 

routinely employed to learn how to represent text. Authors [81] designed LSA to take the 

representation a step further by performing dimensionality reduction on a Document word 

matrix. The focus switched from feature engineering to learning with probabilistic models like 

PLSA and LDA. 

As the text input is transformed into a matrix of numbers, data representation is a key 

stage in text classification. Our findings show that scholars from many languages have 

experimented with various text representation models to improve the overall outcome and 

performance. Although some scholars applied the same representation approach to multiple 

language texts, not every work benefited. There is no explanation for why the model failed to 

get the desired outcomes for different languages. It can be deduced that a generic model for 

text representation for several languages is urgently needed and that more research is required 

to establish a general text representation model for various languages. 

Classification Models 

The selection of a classification model has been the focus of the majority of research in 

the text categorization process. This field has benefited from the contributions of several 

researchers. Some have refined existing models, while others have presented a completely new 

one. Others have merged ideas from several disciplines to build entirely new models. Although 

we attempted to review some of the work in this section, it was impossible to cover all of the 

work done on this subject. The data is no longer language-dependent after the text 

representation stage, and the model for English language text can be applied to other languages 

as well. Text classification models are divided into two types: n-gram models like Logistic 

Regression, Simple Multi-Layer Perceptron, Support Vector Machine, and sequence models 

like CNN, RNN, and its variants. This section has been divided into four sub-sections such as 

n-gram models, Sequence Models, hybrid Models, and Novel models to present the literature 

review in a systematic order and for ease of understanding. 

A. N-gram Models 

Authors [82] achieved 89 percent accuracy for the linear SVM classifier while working 

on a corpus of Polish press news without pre-processing or normalization. This led to two 

conclusions: language system complexity had no significant impact on the TC process, and 

reducing vector dimensions improved TC performance for Polish but had no effect on TC 

effectiveness. 

B. Sequence Models 

Earlier some researchers [83] proposed an artificial neural network with SVD for the 

Arabic corpus that achieved a score of 88.33 percent, higher than the simple ANN's score of 

85.75 percent. They used the term-weighting technique to represent each Arabic document. On 

the other hand, researchers [84] improved French Text classification with the use of recurrent 

convolutional neural networks. In their experiment, a recurrent structure gathered contextual 

information, and a convolutional neural network generated a text representation. The model 

outperformed CNN and Recursive NN. The text region embedding +pooling framework was 

studied by[85], who found that LSTM combined with convolutional layers produced the best 

results. 
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The experimenters [86] proposed a text classification architecture using a word-level 

deep CNN architecture of minimal complexity that can effectively represent a long-distance 

relationship in text. Authors [87] 

examined text representation label embeddings and suggested a label embedding 

attentive model. It embeds words and labels in the same joint space and assesses the word-label 

compatibility to attend to document representation that incorporated position invariance into 

RNN, overcoming the disadvantages of both RNN (not excellent at extracting keywords) and 

CNN (not good at extracting keywords) (long term dependencies). By incorporating topic 

information into bidirectional LSTM, researchers [88]demonstrated a new approach for 

searching a document collection for arguments pertinent to a particular topic. For the first time, 

researchers [89] fine-tuned BERT to improve text classification baselines. Authors[90] used a 

combination model (LSTM+CNN) to classify French reviews and reported 93.7 percent 

accuracy. 

C. Hybrid Models 

Some researchers [91] combined limited one pass clustering with KNN to construct an 

incremental classification model. The training data were compressed during the constrained 

one-pass clustering, which also revealed the complex distribution. They demonstrated through 

experiments that their model performed better than KNN, Naive Byes, and Support Vector 

Machines and that it has excellent adaptability and scalability in real-world applications. 

Authors [92]suggested an LSTM-CNN hybrid model that significantly increased text 

categorization accuracy. [93] submitted their CNN-based model in July 2019 that 

simultaneously learns segmentation boundaries and stems from the Myanmar language. Their 

text representation model used character and syllable levels. They concluded that the pre-

trained embedding significantly affects performance. To identify sarcasm in Spanish text, 

researchers [94] created a model based on the Transformer model's encoder component. 

Transformer encoders can model the complicated long-range relationships between text 

phrases without the use of convolutional or recurrent layers. Considering that the results were 

obtained without performing lengthy model hyperparameter experiments, they were quite 

encouraging. The researchers introduced the TGNet (Temporal Convolutional Network), a 

hybrid neural network that uses GRU for context modeling and TCN to identify the link 

between hidden features across temporal scales[95]. 

The multiclass imbalance is still a concern in real-world data mining and machine 

learning. Researchers used WEKA to create a hybrid classifier[96]. Hybrid ensemble classifiers 

using Random Forest performed significantly better than single classifiers. A novel hybrid 

Convolutional Genetic model for Arabic Text was developed by [97]to achieve a high 

classification accuracy by overcoming the parameter setting issue. Whereas [98] employed pre-

trained versions of the BETO, RoBERTa-Large, and RoBERTa-Large +CNN models to 

categorize fake news and legitimate news in Spanish. For estimating the three models' 

outcomes, he employed the ensemble approach. In comparison to the other two, RoBERTa-

Large+CNN provided the best F1 score (0.6860), which was 0.806 points lower. To achieve 

the optimum outcome, the researcher advised further adjusting the parameter and attempting 

more integrated learning techniques. Some researchers [99] pre-trained m-BERT, BETO, and 

XLM-RoBERT on a corpus of real-world cancer clinical cases before fine-tuning these models 

for three different tasks for clinical coding in Spanish. In all three challenges, the domain-

specific model fared better than the original general domain model. The ensemble method's 

aggregate result significantly outperformed the prior performance by 11.6 percent, 10.3 

percent, and 4.4 percent, respectively. 
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D. Novel Models 

In order to improve the effectiveness of categorization and unsupervised text 

classification, researchers [100]developed the OTTO framework, which used text mining to 

learn the target ontology from a text source. Some authors [101] classified Chinese and Malay 

sentences and evaluated the effectiveness of their model against that of English. They then used 

novelty mining to find the sentences that included new information. The TREC Novelty Track 

data was used in their experiment, and they concluded that text classification is crucial for 

novelty mining and that their model outperformed Chinese. 

RMDL is a novel method developed by investigators [102] that can accept text, video, 

pictures, and symbolic input. RMDL produced better results, according to the findings. For the 

categorization of Arabic text, other researchers [103] suggested a deep Autoencoder-based 

representation. Their approach combined implicit and explicit semantics, allowing for the study 

of document semantics. The results gained demonstrated the efficiency of their suggested 

strategy in comparison to cutting-edge ones. Capsule networks have been suggested by certain 

academics [104] as a solution to the text categorization issue. They evaluated the proposed 

model to CNNs using seven standard benchmark datasets. For text classification, capsule 

networks are helpful and offer a cheap substitute for dynamic routing. 

Another investigator suggested a promising peer learning model for distinguishing 

between actual and expected labels that could reduce mistakes [105]. While another [106] 

provided a hyper-heuristic strategy for tweaking the hyperparameters of recursive and partition 

trees. The proposed method was tested on 30 different datasets. HEARpart outperformed 

WEKA's J48 method in terms of error rate, F-measure, and tree size. One of the researchers 

[107] presented a fuzzy logic strategy based on greedy hill-climbing feature selection. The 

suggested classifier outperformed Naive Bayes, support vector machines, K-nearest neighbor, 

decision trees, and multilayer perceptron neural network classifiers in a comparative 

comparison. 

In our research, we discovered that different languages face different obstacles based 

on the scope of the problem and the resources required. There have been several unique 

approaches to classification as well as earlier approaches with modifications and hybrid 

techniques, but still, there is a requirement for an efficient comprehensive classification model 

to deal with text in different languages. The next section of this paper talks about the results 

and discussion. 

Results And Discussion 

We have studied literature in twenty languages to find the answers to our research 

questions. In this section, we have presented a comparative analysis of five major languages. 

Table 1 shows some remarkable work done in different phases of Text Classification in these 

major languages. The next section of this paper talks about the conclusion and future scope of 

our study References. 
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Table: 1- Comparative analysis of remarkable work done in different phases of Text 

Classification of five major languages 

Language(across) 

Phases of TC 

(below) 

English Arabic 

Effect of pre-

processing 

Pre-processing has an impact on feature 

extraction, improves the performance of 

the classification model[15], and the 

right combination of pre-processing 

activities improves performance 

significantly[14] 

Reducing the number of features 

lowered classifier complexity 

and space needs while also 

saving time[13], and emphasized 

the importance of pre-processing 

in emotion MLC [16] 

Stop word 

removal 

Smaller stop word list of 9 words 

performed similarly to a bigger list of 

571 terms[34]. 

A finite State Machine-based 

algorithm was proposed[31] 

Stemming 

Some stemming algorithms performed 

better in one area while others performed 

better in another[42],ultrastemming 

approach significantly decreased the 

volume of representation[43] 

The effectiveness of information 

retrieval is significantly 

increased when Arabic roots are 

used as indexing phrases. [45] 

Lemmatization 
linguistic pre-processing supported 

lemmatization[48], 

Lemmatizer that gives a single 

lemma to each word in an Arabic 

sentence while taking into 

account the word context[48], a 

corpus of 2.2 million tokens was 

annotated and validated using 

machine learning and a 

lemmatization dictionary, and 

then  it  was used to train  

machine learning model [48] 

Text 

Representation 

The n-grams improved classifier 

performance[56], A bag-of-visual-words 

representation provide higher 

classification performance[57]adding 

sentences to unigrams improved the 

categorization outcome, training the 

Skip-gram and CBOW word vector 

models[60], employing multi-words for 

representation[61], statistical word co-

occurrence network to represent text 

material[63], he best encoding strategy 

for convolutional neural networks was 

byte-level one-hot encoding.[65] 

Representing Arabic Text 

semantically using Rich 

Semantic Graph (RSG) is one of 

the recent techniques that 

facilitate the process of 

manipulating the Arabic 

Language. [71]. 

Dimensionality 

Reduction 

Unified manifold learning frameworks 

for semi-supervised and unsupervised 

dimension reduction were proposed[73], 

employed attribute overlap minimization 

and outlier elimination as dimensionality 

reduction strategy, and the CHI Square 

approach as a feature selection 

method[74]. The focus switched from 

feature engineering to learning with 

Used the CHI Square approach 

as a feature selection 

method[74]. Fisher discriminant 

analysis was used[79], 
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probabilistic models like PLSA and 

LDA[81]. 

Classification 

model used 

LSTM combined with convolutional 

layers produced the best results[85]. 

Hybrid ensemble classifiers using 

Random Forest performed significantly 

better than single classifiers[96]. One of 

the researchers [107] presented a fuzzy 

logic strategy based on greedy hill-

climbing feature selection. 

Proposed an artificial neural 

network with SVD for Arabic 

corpus [83], A novel hybrid 

Convolutional Genetic model 

was developed[] 

Language(across) 

Phases of TC 

(below) 

Chinese French Spanish 

Effect of pre-

processing 

Using all the pre-

processing steps 

increased the accuracy 

and performance of the 

CNN classification 

model [108]] 

Because French's 

morphology is so richer 

than that of English, it 

requires special handling to 

obtain acceptable parsing 

performance. The parsing 

outcomes were slightly 

enhanced by training a 

lexicalized parser[109] 

Lemmatization for 

short text datasets and 

stop word for long 

text datasets have a 

significant impact on 

the results of text 

classification[17] 

Stop word 

removal 

Chinese stop words 

contain very valuable 

information, so cannot 

be directly removed just 

like English stop 

words[15], Probabilistic 

automatic aggregated 

methodology-based 

algorithm [32] 

Smaller stop word list of 9 

words performed similarly 

to a bigger list of 571 

terms[34]. 

Selective eradication 

of stop words in the 

term candidate was 

put out[33]. 

Stemming 

The Ultrastemming 

approach significantly 

decreased the volume of 

representation 

[43] 

The Ultrastemming 

approach significantly 

decreased the volume of 

representation[43] 

300 stemming and 

reduction rules were 

paired with a 

dictionary search[37], 

ultrastemming 

approach significantly 

decreased the volume 

of representation[43] 

Lemmatization 

The building blocks in 

Chinese are called 

radicles since there is no 

concept of a stem. 

Because radicle 

separation would 

completely alter the 

meaning of the term, 

stemming and 

lemmatization are not 

Use of TXM platform 

(http://textometrie.org) to 

lemmatize Medieval 

French literature[52] 

The complexity of 

Spanish words is 

increased by prefixes.  

A neologism-aware 

lemmatizer can 

determine these 

prefixes[111]. 
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Conclusions  

Text categorization is an old but fascinating subject of study that has yielded promising 

findings but still needs to be investigated further to develop a generic model. In this paper, we 

examined the prior work of several scholars to discover answers to the following research 

questions. 

helpful for the Chinese 

language[110]. 

Text 

Representation 

The best encoding 

strategy for 

convolutional neural 

networks was byte-level 

one-hot encoding[65] 

Adding sentences to 

unigrams improved the 

categorization 

outcome[58], an adaptive 

neural network technique 

based on the generalized 

Hebbian Algorithm to 

extract the first principal 

component [67] 

q-gram tokenizers 

performed better than 

n-word 

tokenizers[59]. 

Dimensionality 

Reduction 

Employed word 

embedding to calculate 

the most comparable 

terms to the current 

vocabulary determined 

by the IG algorithm and 

extend the lexicon with 

these words while 

adhering to specific 

rules[112]. 

The most comparable terms 

to the current vocabulary, 

as determined by the IG 

algorithm, were calculated 

using word embedding, and 

the lexicon was expanded 

using these words under 

specific constraints. In the 

end, this model produced 

positive experimental 

results in the Sogou and 

Fudan Chinese text 

categorization 

corpora[112]. 

PCA-based models 

get gains in RMSE of 

about 10%, whereas 

FSS-based models see 

benefits of about 25% 

in comparison to the 

benchmark. For the 

same endogenous 

variable, this benefit 

exceeds the 15% 

obtained by Vicente et 

al. (2015) [113]. 

Classification 

model used 

Submitted their CNN-

based model in July 

2019 that 

simultaneously learns 

segmentation 

boundaries and 

stemming for the 

Myanmar language[93]. 

Authors [101] classified 

Chinese and Malay 

sentences and evaluated 

the effectiveness of their 

model against that of 

English. 

Used recurrent 

convolutional neural 

networks[84]. Authors [90] 

used a combination model 

(LSTM+CNN) to classify 

French reviews and 

reported 93.7 percent 

accuracy. 

To identify sarcasm in 

Spanish text, 

researchers [94] 

created a model based 

on the Transformer 

model's encoder 

component, Pre-

trained versions of the 

RoBERTa-Large 

+CNN models were 

used[98] 
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RQ1: What are the technological challenges during the various stages of the 

categorization procedure that limit the building of a generic model? 

Answer: We noticed that each phase of the text classification system incorporates a 

variety of strategies. There is a choice for picking among these tactics, but no explanations are 

provided, making it impossible to understand why a specific strategy should be chosen or 

rejected in a particular situation. Because of differing morphologies, different languages face 

unique obstacles, prompting academics to devise a unique solution for each language's pre-

processing procedures. The lack of different datasets in a variety of languages also limits the 

ability to conduct experiments and validate research findings. There are several reasons for 

classifying the text under consideration, each of which necessitates a different approach and 

model. 

RQ2. What is the best way to get a general model that can categorize, if not all, at least 

the most common types of unstructured text data in at least two or more languages? 

Answer: Despite the variances indicated above, the overall analysis revealed a general 

pattern. For classifying text in other languages, scholars in other regions of the world use the 

same approaches and models. It gave us the impression that better classification results may be 

obtained by employing similar models, either by changing earlier models or hyper tuning them 

for better performance, or by devising some hybrid strategy, but there is still a need for a 

common model. According to our perspective, it may be possible to develop a generic model 

that can categorize text in a variety of languages by considering the following elements. 

i)  Morphology of many languages should be studied to comprehend the language's 

structure and grammar. 

ii)  Text documents should be translated into a non-language-specific intermediate format. 

iii) To incorporate as much semantic information as possible, feature selection and text 

representation in a vector should be resilient. 

iv)  A hybrid classification model with layers representing diverse technologies should be 

preferred. 

Future Scope 

Our research found that there is a wide range of research potential connected to various 

stages of the Text Classification process in various languages. It is possible to analyse various 

pre-processing step combinations to determine a typical arrangement that works with texts in 

many languages. Rule-based tokenization may be a fruitful area of study. The Stop word 

elimination phase needs more research. Researchers might strive to create language 

independent solutions for stemming and lemmatization since they are dependent on a language 

morphology. 

Future study will focus on feature extraction, feature selection, and document 

representation using these numerically valued features. A useful topic might be to incorporate 

more pertinent semantics in these representations. Researchers can come up with creative 

methods for creating new classifications that are effective and applicable to tiny datasets. 

In addition to these areas, researchers could help develop and validate new datasets for 

various niche issues and make them accessible for use by other researchers. In order for people 

to comprehend the context of the suggested model or methodologies, the justifications for any 

methodology or method choice should be outlined in the literature. 
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