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Abstract 

Virtual Try-On is a technology that can realistically clothe an individual virtually, it 

transfers a clothing image onto a target person's image. This is attracting attention from the 

industrial and research centers and can make the in-store experience achievable. The 2D image-

based and 3D model-based methods developed recently have their own benefits and limitations. 

This paper describes the development of a 2D image-based Virtual Try-On Clothing system. Our 

solution comprises major modules: Human representation which is pose estimation using OpenCV 

and human parsing using Self Supervised Joint Body Parsing and Pose Estimation Network (SS-

JPPNet) and the Try-On module which utilizes Cloth Warping Module (CWM) and Cloth Fusion 

Module (CFM) to generate the final try-on output. The technologies that are used for CWM is 

Convolutional Neural Network and for CFM is Generative Adversarial Network. Our application 

as of now supports only upper body clothing (tops, t-shirts, etc.). A graphic user interface is created 

where one can virtually try on clothes by uploading their picture and selecting the clothing item to 

try on, bringing the shopping experience to one's doorstep. 

Keywords– virtual try-on, convolutional neural network, generative adversarial network, 

cloth-warping 

Introduction 

As predicted by retail consultants and industry experts, the pandemic has changed the 
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way people shop. Stores are reopening but are reoriented to avoid interaction by closing fitting 

rooms, sample counters, and testers. Choosing the appropriate designs, sizes, and fits may make 

or break a purchase. This brings the issue of trying on garments, as dressing rooms have the 

main role in real-life shopping trips. Customers will think twice about the products they 

purchase, and vast inventories of stock on the shop floor will make way for new, tech-driven 

experiences with Virtual Try-On technology at the forefront. Using our proposed model 

solution retailers and fashion brands can blend the physical and virtual systems to create a 

customer experience that is safe, easy, convenient, and efficient for customers, whether online 

or in-store. 

Motivation 

Global lockdowns meant shoppers were unable to buy products in-store. Even when 

those retail locations opened up again, people were more hesitant to try on clothing items, 

worried it increased their risk of exposure to the virus. Virtual fitting rooms empower 

customers to make more informed purchasing decisions, it can alleviate many of the challenges 

faced by the fashion industry today: struggles with the fit, sky-high returns, and the resulting 

impact on our environment that could help brands to achieve their conversion goals. 

Research Objectives 

The Primary objective of this study is to understand the working of Virtual Cloth 

Warping Systems and develop one. 

● To develop an approach with Gender Independent, Cloth Warping in mind. 

● To improvise on the Warping / Fusion issues of the precedent research works. 

● To try Generative Adversarial Networks to be utilized to its fullest. 

Proposed System 

Virtual Cloth Warping can be implemented using various technologies like 

Convolutional Neural Network(CNN), Generative Adversarial Network(GAN), and Cloth 

Interactive Transformer(CIT). Our proposed system is based on two stages, the first stage is a 

Convolutional Neural Network called a Clothes Warping Module and the second stage is a 

Generative Adversarial Network called Clothes Fusion Module. 

Related Work 

Cloth Interactive Transformer for Virtual Try-On 

A virtual try-on proposed consists of a novel two-stage Cloth Interactive Transformer 

(CIT) for image-based virtual try-on tasks. Their work is the first to utilize a Transformer for 

this task. In the first stage, a transformer-based matching block can model global long-range 

relations when warping a cloth via learnable thin-plate spline transformation and as a result, 

the warped cloth can be more natural [2]. The reasoning block can strengthen the important 

regions within the input data, on the other hand, the mutual interactive relations established via 

the reasoning block further improve the rendering process to make the final Tryon results more 

realistic. 

VITON: An Image-based Virtual Try-on network 

The Network proposes to help in visualizing the person in target clothing using 2D 

resources. It initially generates an image with the person having the same pose and in the target 

clothing. and it is trained to improvise on the blurry portions formed during the generation 

process [4], [14]. The Encoder-Decoder generator and Refinement network both work on 

Convolutional neural networks. 
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VTNFP: An 2D-based Try-on Approach 

In this paper, a three-module approach is proposed wherein the target clothing is warped 

and a segmentation map is predicted based on the previous results, and a synthesis module is 

used to fuse the target cloth & input human image. [20] 

Towards Photo-Realistic Virtual Try-On by Adaptively Generating↔ Preserving Image 

Content (ACGPN) 

The last approach [4] produces a semantic layout of a rough image that needs to be 

modified after try-on and then decides if the information of the image needs to be produced or 

preserved giving rise to fine results with details included. The first module uses semantic 

segmentation to collectively predict the needed semantic layout after try-on. Second, the 

warping of clothes is done according to the produced layout. In the third module, all 

information is gathered to do the clothes fusion and produce the output. 

It consists of U-Net generators and all the discriminators are from pix2pixHD. Second-

order spatial transformation is used in this approach to prevent Logo distortion and retain the 

characters making the model more fine-tuned. The first module specifies and preserves the 

unchanged portions of the image directly. It is made for fitting the clothes into the shape of 

clothing items with perceptible natural distortion according to the pose estimation. For the 

second module, a coarse body shape is created and used as a reference to produce the final 

output. 

Some problems which occurred in [2] are overcome in this approach which are high 

distortion and misaligned warped clothes, and networks responsible for blending cannot retain 

the remaining clothes due to improper human representation. This approach has two stages 

which are the Geometric Matching Module and Try On Module. In the first stage, the target 

clothing is warped around the target human and in the second stage, the wrapped clothing is 

blended with the target person's image. The first stage is very important to get the target body 

silhouette from the target person's image. 

Toward characteristic preserving image-based virtual try-on network 

This approach [20] uses 2D image synthesis methods and 3D model deformation 

methods to target person pose. This approach can be applied to various clothing categories. 

The Skinned Multi-Person Linear (SMPL) model is used for the reconstruction of clothes with 

various poses. It is a fusion method in which 3D warped clothes are blended with 2D human 

poses to generate accurate outputs while preserving the original pixel quality of the image. 

Methodology 

Preprocessing 

Human Parsing 

Human parsing refers to the partitioning of the person or people captured in an image 

into multiple semantically consistent regions, e.g., body parts and clothing items. To implement 

Human Parsing we compared SCHP (self-correction for human parsing) and SS-JPPNet (Self 

Supervised Joint Body Parsing). The results obtained in SS-JPPNet were found to be better and 

more reliable than in SCHP. The recommended model to use for the generation of parsed 

human images is Body Parsing using SS-JPPNet (Self Supervised Joint Body Parsing and Pose 

Estimation Network) which is a deep learning method for human parsing built on Tensorflow. 

The model used is known as Self Supervised since the model is capable of generating 

“Structure-Sensitive” losses on its own without any additional information, these losses are 

used to improve the accuracy of parsing. DeepLab Model, which is a widely used Machine 

http://www.tensorflow.org/
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Learning library has been used here with ResNet-101 and Attention as the primary network. In 

the ResNet model, the input sent to a layer is also sent as input to its subsequent layer, thus 

they help in solving the problem of vanishing gradient. The model is trained on the LIP dataset 

and tested on our custom dataset. Consider an image I, we define joint configurations CI
P = {ci

p 

|i ∈ [1, N]}, ci
p is the heatmap of the i-th joint. CI

GT I = {ci
 gt |i ∈ [1, N]}, obtained from the 

parsing ground truth respectively. N is a variable that defines the number of joints in the input 

images of human bodies. If there are joints missing in the image, the heatmaps are replaced 

with maps filled with zeros. The joint structure loss is the Euclidean (L2) loss, which is 

calculated as  

(1) 

Here, ci
p is the heatmap of the i-th joint and ci

 gt refers to the heatmap of ground truth. 

The final structure-sensitive loss, denoted as LStructure, is the combination of the joint 

structure loss and the parsing segmentation loss, LParsing is the pixel-wise softmax loss 

calculated based on the parsing annotations. 

LStructure = LJoint · LParsing (2) 

The proposed SS-JPPNet significantly improves the performance of the labels such as 

arms, legs, and shoes, which demonstrates its ability to refine the ambiguity of left and right. 

The overall accuracy of SS-JPPNet is 84.53%. The mean IoU score is 44.59. 

 
Figure 1: Human Parsing Results 

Fig.1 shows the input image selected from the dataset and its parsed image. The images 

in the dataset are of women wearing different sizes, colors, and patterns of clothes in various 

poses. The image on the left-hand side is the person image and on the right side is the parsed 

image. 

Pose estimation 

It is a technique used to track various movements of human beings as well as objects. 

It is usually performed by finding the location of critical points for a given image. Based on 

these critical points various poses can be compared to draw conclusions. 

For the execution of the pose estimation model, MediaPipe is used. The MediaPipe 

Body landmark model gives high-fidelity body pose tracking. When an image is passed through 

the pose estimator model, pose landmarks are obtained, and an array of key points is marked 

on the image using various draw utiles. Pose estimation deals with labeling each image pixel-
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wise semantically along with joint-wise structure prediction. MediaPipe uses the BlazePose 

model in which 33 key points can be marked on the input image [21] but some modifications 

have been made to get 18 specific key points that are required in the output. 

 
Figure 2: BlazePose topology 

Fig.2 shows the BlazePose topology which is a pose tracking solution with 33 key 

points and is used by MediaPipe for pose detection purposes. 

 
Figure 3: Pose Estimation Results 

Fig.3 shows the image from the dataset.The image on the left side is the input image 

and on the right side is the final output after performing the pose estimation. The images are 

converted to RGB for ease of processing. The blue dots that are seen on the image are the 

required key points. 
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Fig 4: Flowchart 

Fig.4 shows the flow chart of the proposed model. 

Cloth warping module 

The Fusion of Cloth onto the person's image is research in itself, since it requires an 

understanding of human bodies and categories of shapes and how they can be utilized to ensure 

a piece of cloth, a two-dimensional image can be fused well. Since the traditional use case 

would involve two-dimensional images, the model developed here utilizes the two-dimensional 

properties and tends to build the logic over it. 

Cloth Images can not be fused simply by overlapping the image over the person's image. 

There is a need for segmenting the picture of the person on the basis of regions (skin, hands, 

head, etc.) and additionally estimating the pose, in order to form a clear understanding as to 

how the dress needs to fit over the person. This part of segmentation and pose estimation is 

done with the help of preprocessing the images. 

Further, the model is divided into two major steps - a model trained to warp the two-

dimensional cloth image based on the features of the person (arm size, body shape, pose, etc), 

and another model which is trained to develop the nearest possible result that would look 

similar to the person actually “trying on” a cloth. 
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The Cloth Warping stage needs the information of the person image, i.e. its feature 

details, and thus, a network is trained to extract features from the person and cloth images. 

Following the features, a layer is used to combine the tensors onto a single feature. This Feature 

is used as an input, based on which, the level of warping/warping parameters would be 

determined. This conversion of feature tensor to a parameter rating for warping is performed 

with the help of a regression neural network. 

The Cloth Warping Module takes Person representation p, target cloth c as input and it 

comprises 3 stages: (1) Feature Extraction Networks for p & c, (2) Correlation layer to combine 

the results onto one tensor to pass it as input to regressor network, (3) Regression network to 

predict the transformation parameters θ. The parameters are passed onto the Thin Plate Spline 

Transformation Module, which warps the cloth accordingly. 

The above-mentioned pipeline is learnable end-to-end and the sample triplets (p, c, ct) 

have been trained, under the pixel-wise L1 loss between the warped result ˆc and ground truth 

ct, where ct is the clothes worn on the target person in It . 

The parameter θ is calculated using the following formula. The Human Representation 

Ht and the Mask MCi is used here, instead of the colored mask Ci , to compute 

θ = fθ(fH(Ht), fC (MCi ))  (3) 

The Approach for Cloth Warping Module of the Virtual Cloth Warping using Deep 

Learning (VCWDL-CWM) is improvised on certain aspects: the loss function of CWM 

includes the L1 distance between the warped (CWarped) and real images (Ct) of cloth on the body. 

Hence getting the warped cloth & mask of warped cloth as output. Our experiments with 

existing methods showed that the current warped cloth is distorted and thus we chose to keep 

Regularization for the estimation of TPS parameters. The pixel-wise L1 loss is formulated as 

follows. 

LVCWDL-CWM= λ1 · L1(Cwarped, ICt ) + λreg · Lreg  (4) 

Cloth Warping stage is crucial since, during the training the model learns how to warp 

a two dimensional cloth image based on the person and cloth features. This Warped cloth, i.e. 

Output of the first stage plays a huge role in further processing of the model, without the need 

for using the previously used features. 

Being a retrainable model, it allows a lot of flexibility based on the market fit, datasets 

available or the target audience. The Output, i.e. the warped cloth image is not directly 

multiplied over the person, instead, it is taken as a reference and developed over it, based on 

the body shape of person and the fit of cloth onto the individual. 

Cloth Fusion Module 

There have been several approaches to fuse the cloth over the person. Primarily, a 

Network using UNet Architecture with additional loss functions to generate the output with 

comparison over ground truth to improvise it further. Failure of these approaches has been its 

ability to learn from the losses calculated. To solve this, a generative adversarial network 

trained to improvise on the “level” of fusion of cloth onto the human is proposed. 

For the Cloth Fusion Module, in-shop clothing image c, person representation p & CFM 

output image Io are taken as inputs & model is put to judge whether the output is real/fake. This 

module contains Unet Generator, VGGLoss, NLayerDiscriminator and L1 loss. 

The Unet generator has a u-shaped architecture that propagates context information to 
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higher resolution layers. Supplementing a usual contracting network by successive layers is the 

main idea and pooling operations are replaced by non-sampling operators, due to which these 

layers increase the resolution of the output. The Generator network is trained to produce the 

“try-on” result using the cat function provided by pytorch. 

The Outputs are further segmented into the combination of cloth and composition mask 

(comp_mask) and the rendered person (rendered). The Try On Person image is generated by: 

try_on_person = cloth*(comp_mask) + rendered*(1-comp_mask) (5) 

For the purpose of solving the adversarial networks, the real and fake variables are 

created. We compute the L1 loss, L1 mask loss and VGG loss for the results obtained from the 

generator. 

Following which, the forward propagation of the discriminator network is processed 

and the loss is computed for the discriminator performance. The losses for generator and 

discriminator are calculated and these losses are rectified with the help of backpropagation of 

the generator and discriminator networks. 

The Generator loss(gen_loss) is the summation of L1, VGG and Mask loss, 

gen_loss = l_l1 + l_vgg + l_mask + l_adv/batch_size (6) 

where, L1 loss (l_l1) , VGG loss (l_vgg) and the loss related to mask (l_mask) along 

with adversarial loss (l_adv/batch_size) is appended so as to get a good clarity on how the 

generator is performing. 

The discriminator network is a deep convolutional network containing convolution 

blocks which are followed by dense fully connected layers, followed by a batch normalization 

layer. The two dense layers at the end of the network work as a classification block. The last 

layer is used for prediction to predict the probability of an image belonging to the real dataset 

or to the fake dataset. 

Graphical User Interface 

The Model, which comprises of Preprocessing Network (SS-JPPNet[17] and 

Mediapipe [18] ), Cloth Warping Model, and Cloth Fusion Module, is integrated into a 

pipeline-like structure with a Graphic User Interface (GUI) such that user could access and 

interact with the model and get results which could visually give them an idea on how the cloth 

looks on a particular human. 

The Graphical User Interface is created with the help of Tkinter library in python. 

Tkinter is an open source, standard Graphical User Interface library for Python language. User 

Interface could be built with the help of an inbuilt Tk function. 

Results and Discussions 

CP-VTON clothing-human pair dataset has been used for all experiments. Dataset split 

contains 13221 image pairs in the training and 1000 image pairs in testing and 2032 pairs in 

validation. The Dataset has been procured with the help of different previous approaches and 

also customized for the suitable use case of our paper and target audience. The Dataset contains 

images of target cloth and person wearing the same target cloth in the training set, so as to help 

the model learn how well the warping needs to be done compared to the original image. 
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For the Cloth Fusion Module, UNet Architecture is used, and a custom N Layer 

Discriminator with 6 layers. In the Unet generator, parameters used are input channels as 25, 

output channels as 4 with batch normalization. In NLayerDiscriminator, input channels used 

are 28, and the norm layer is InstanceNorm2d. The cloth Warping Module was trained for 100 

epochs and Cloth Fusion Module for 50 epochs with batch size 16, with the Adam optimizer 

with β1 = 0.5 and β2 = 0.999. The learning rate was fixed at 0.0001. The Proposed Model was 

trained using NVIDIA 1050Ti & 1060 Max Q Mobile GPUs. 

In the previous approaches of VITON and CP-VTON-PLUS, there were occlusions like 

blurry arms and misaligned images due to reconstruction loss. To address that, the proposed 

model uses CNN in the first stage and GAN in the second stage. Adversarial loss is considered 

and the model has trained adversarially against the discriminator. For evaluation of the model, 

the metrics chosen are SSIM, and Inception Score as performance metrics to compare other 

approaches like VITON, CP-VTON, and ACGPN over the same clothing try-on cases. The 

Proposed Model outperforms VITON, CP-VTON, and ACGPN in all measures. 

Table I: Performance comparison 

 IS SSIM 

VITON 2.514 ± 0.13 0.77 

CPVTON 2.78 ± 0.05 0.745 

ACGPN 2.798 ± 0.12 0.81 

Ours 3.0 ± 0.04 0.79 

 

Table I shows a performance comparison between our model and existing models 

 
Figure 5: SSIM Score vs Iterations 

Fig. 5 shows the SSIM score for each iteration along with the average SSIM score. 

The Qualitative Results are as follows. 

Graphical User Interface Output 

 
Figure 6: Final Page of the GUI without output 
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Fig.6 shows a Tkinter window letting the user choose the human image and the target clothing. 

 
Figure 7: Final Page of the GUI including result 

Fig.7 shows the Tkinter window where the human image, target clothing item, and the final 

output are displayed. 

First Stage Output 

 
Input Target Cloth Output 

Figure 8: First Stage Output 

Fig.8 shows the images in following order (L to R): person image, cloth image and cloth 

overlapped over person image. This is the output of the first stage of the model. 

SECOND STAGE OUTPUT 

 
Input Target Cloth Output 

Figure 9: Second Stage Output 

Fig.9 shows the second stage output of the model. The images are in the following order (Left 

to Right): person image, warped cloth image, and output generated by the second stage of the 

model. 
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Input Target Cloth Output 

Figure 10: Occlusion Cases 

Occlusion cases 

Fig.10 shows the cases where our model failed to produce appropriate results. In the 

first figure, hands are not correctly identified in the output picture. In the second figure, the 

details of the target cloth are missing in the output and a blurry image is produced. 

Statement of contribution 

The approach proposed, Virtual Cloth Warping using Deep Learning (VCWDL) has 

several improvements over the previous approaches. Compared to CPVTON [14], our 

approach tends to work on a larger spectrum of image datasets and produces better warping 

and quantitative progress as shown in Table 1. Also, the use of Generative Adversarial 

Networks (GANs) for this idea is a novel concept and other approaches using GANs [23], use 

a rather complicated structure that tends to perform inferior as seen in Table 1. 

The Idea of using a Convolutional Neural Networks (CNNs)-like model along with a 

GAN is new. Our team trials noted that, with better access to hardware, this approach can 

perform qualitatively and quantitatively. Since our Entire Approach ran for a mere 50 epochs, 

we could see the path it leads to, but as we train it for more epochs and test it with fresh data, 

one can attain standard results which can be brought to public usage and business prospects. 

Conclusion 

The proposed VCWDL model consists of two pre-processing stages: pose estimation 

and human representation and two processing models which are the Clothes Warping 

Module(CWM) and Clothes Fusion Module(CFM). CWM is based on CNN and CFM is based 

on GAN. For pose estimation, MediaPipe is used and for human parsing, JPP Net is used. In 

the processing stage, the CWM gives the warped cloth along with the coarse result, and these 

go as input to CFM which gives the end result. The training and testing of both stages are done. 

The accuracy matrix used is Inception Score and SSIM. The SSIM achieved is 0.78 which is 

higher than CP-VITON and CP-VITON+. 
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