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Abstract: Diabetes is a prolonged health ailment that affects how your body turns food into 

energy, and the majority of the world’s population suffers from it and its consequences. Medical 

experts have classified diabetes as a non-reversible disease that can be better controlled if 

diagnosed as early as possible. Technology advancement is helping in every aspect of human life 

by solving problems in an efficient and cost effective manner. Researchers are working to make 

it possible to diagnose or predict the disease at an early stage by proposing many prediction 

models. The majority of the models in the state of the art use machine learning techniques like 

KNN, Naive Bayes Classifier, and so on. All these models take input as a numerical feature like 

BMI index, blood pressure, fasting and PP sugar levels, lifestyle, etc. Advancement in 

technology proves to be more accurate prediction and classification by using input as an image in 

deep learning techniques. The proposed work uses advanced deep learning classification 

techniques, CNN, and proves to be more accurate in predicting the probability of being diabetic 

in the future and also predicting the future consequences that will occur if the patient is 

diagnosed as diabetic. It also recommends some treatment and precautions to be followed for a 

better cure of the disease. Our proposed model works in three steps, first, select the best feature 

to be considered in prediction and convert it into image form; second, input the best deep 

learning classification model, CNN; and last, based on the classification result, predict diabetes 

and its consequences with treatment and precaution. Experimental analysis with existing 

machine learning prediction models in the literature, using KNN, random forest, SVM, and 

decision tree, is carried out on the India Diabetic Dataset PIMA and diabetes type data sets and 

shown to be more accurate in prediction. 

Keyword:Deep learning, Deep Neural Networks, Convolution Neural Network, Diabetes, 

Machine learning. 
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1. Introduction: 

Diabetes mellitus, commonly known as diabetes, is a chronic metabolic disorder that affects 

millions of people worldwide. It is characterized by elevated blood glucose levels due to the 

body's inability to produce enough insulin or properly utilize it. The prevalence of diabetes has 

been steadily increasing over the past decades, posing a significant global health challenge. Early 

detection and accurate prediction of diabetes can play a crucial role in preventing complications 

and improving the quality of life for affected individuals. 

In recent years, advancements in data science and machine learning have opened up new 

opportunities to harness the power of data for medical applications, including disease prediction 

and diagnosis. Leveraging these technologies, we present a novel approach for predicting 

diabetes risk in individuals based on their demographic, clinical, and lifestyle factors. 

Our proposed approach involves the integration of various machine learning algorithms and data 

analysis techniques to identify patterns and risk factors associated with diabetes. The 

development of this predictive model is based on a comprehensive dataset containing 

information from a diverse group of individuals, including medical records, genetic markers, and 

lifestyle data. 

Key components of our approach include data preprocessing, feature selection, and model 

training. To ensure the accuracy and generalizability of the predictive model, we employ cross-

validation techniques and perform rigorous evaluations on both training and test datasets. 

The ultimate goal of our research is to create a user-friendly, reliable, and accessible tool that can 

assist healthcare professionals in identifying individuals at high risk of developing diabetes. This 

early prediction can lead to timely interventions, lifestyle modifications, and personalized 

healthcare plans, which, in turn, may help prevent or delay the onset of diabetes and its 

associated complications. 

In this paper, we will present the details of our approach, the methods used, the dataset utilized, 

and the performance metrics of our predictive model. We will also discuss the implications and 

potential challenges of implementing this approach in real-world healthcare settings. 

We believe that our work can contribute significantly to the field of diabetes prediction and 

highlight the importance of leveraging data-driven approaches in combating the global burden of 
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diabetes. By empowering individuals and healthcare providers with accurate predictions, we can 

take proactive steps towards a healthier future for those at risk of diabetes. 

Diabetes is a prevalent global public health issue that impacts 74% of the world's population. 

The aetiology of diabetes remains uncertain, however, researchers hypothesise that it is 

associated with genetic predisposition and environmental influences. According to the 

International Diabetes Federation (IDA), there are already 460 million individuals with diabetes 

globally, and an additional 815 million individuals will acquire the condition during the next 25 

years. Early detection of the illness is crucial to halt its progression. Early identification is crucial 

in halting the progression of diabetes, as there is currently no solution for this chronic condition. 

Early diagnosis allows for effective management of the condition by appropriate therapy, 

consistent diet, and medication. Nevertheless, a diagnosis that is postponed might lead to 

cardiovascular ailments and significant damage to other organs. Clinical and physical data, such 

as plasma glucose concentration, serum insulin levels, body mass index (BMI), and age, are 

commonly utilised for the early diagnosis of diabetes.  Based on these data, a physician does the 

diagnosis of the illness. Nevertheless, the process of making a medical diagnosis is an arduous 

undertaking for physicians and can be time-consuming. Furthermore, the doctor's choices may be 

fallacious and influenced by personal prejudice. Hence, the disciplines known as data mining and 

machine learning are commonly employed as a means of decision support to swiftly and 

precisely identify illnesses based on data. 

Machine learning methods are commonly employed to analyse large datasets using artificial 

intelligence, with the goal of interpreting the data using regression, classification, or clustering 

techniques. These algorithms enable the learning of the link between them by using samples and 

observations of the data. Commonly employed machine learning techniques for this purpose 

include artificial neural networks (ANN), support vector machines (SVM), k-nearest neighbours 

(k-NN), decision trees (DT), and naïve Bayes (NB). These approaches immediately establish the 

relationship between the input and target data. Nevertheless, due to advancements in artificial 

intelligence and computer processors over the past decade, artificial neural networks (ANN) 

have been enhanced and deep learning, which combines feature extraction and classification, has 

gained prominence. Deep learning has provided a significant edge over standard machine 

learning approaches, particularly in big data applications. The convolutional neural network 

(CNN) is the most often employed model in deep-learning-based medical diagnostic and 
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detection applications. CNN models are highly sought after because of their complex structure 

and ability to capture detailed features. 

As the architecture of CNN is meant to be end-to-end, it takes raw data as input and produces 

classes as output. Hence, the meticulously crafted architecture plays a crucial role in determining 

the performance of the CNN model. Recently, researchers have started using transfer learning 

applications and implementing well-known CNN architectures as ResNet, GoogleNet, Inception, 

Xception, VGGNet, and others. Utilising pre-trained or pre-designed convolutional neural 

network (CNN) architectures has proven to be advantageous in several data-driven research, 

offering improved performance and ease. 

1.1. Existing Research Utilising Artificial Intelligence for Diabetes Prediction 

This work utilises deep learning techniques to predict diabetes by utilising the PIMA dataset. 

Typically, research conducted on predicting diabetes relies on either machine learning or deep 

learning techniques. 

Here are some examples of research that used machine learning approaches to predict diabetes 

using the PIMA dataset [33] conducted diabetes detection using a combination of Support Vector 

Machines (SVM) and feedforward neural network, known as an ensemble. To do this, the 

outcomes derived from the separate classifiers were merged using a predominant voting 

approach. The ensemble technique yielded superior results compared to the individual classifiers, 

with a success rate of 78.58%. Sneha and Gangil utilised several machine learning techniques, 

including naïve Bayes (NB), SVM, and logistic regression, to predict diabetes. The highest level 

of accuracy was achieved using Support Vector Machine (SVM) with a precision of 69.56%. 

Furthermore, the authors implemented feature selection techniques on the PIMA dataset. The 

characteristics exhibiting a poor correlation were eliminated. Edeh et al. conducted a 

comparative analysis of four machine learning algorithms, namely Bayes, decision tree (DT), 

SVM, and random forest (RF), for the purpose of predicting diabetes. The analysis was 

performed on two distinct datasets. The experimental findings using the PIMA dataset showed 

that the Support Vector Machine (SVM) achieved the maximum accuracy, reaching 76.25%. 

Chen et al. applied preprocessing techniques to reorganise the PIMA data and utilised the k-

means method for data reduction by removing misclassified data. Subsequently, the reduced data 

was categorised using a decision tree (DT). The study accurately predicted diabetes with a 

precision of 94.57%. Dadgar and Kaardaan suggested a hybrid methodology for predicting 
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diabetes. Initially, the UTA algorithm was employed to do feature selection. Next, the chosen 

characteristics were inputted into a two-layer neural network (NN) and its weights were adjusted 

using a genetic algorithm (GA). The estimation of diabetes was supplied with a precision of 

91.22%. Zou et al. employed decision tree (DT), random forest (RF), and neural network (NN) 

models to forecast diabetes. In addition, they employed principal component analysis (PCA) and 

minimum redundancy maximum relevance (mRMR) techniques to decrease the number of 

dimensions. RF outperformed the other methods, with a higher accuracy rate of 79.57%. To 

explore additional suggested research endeavours centred around machine learning, one might 

analyse the studies conducted by Choudhury and Gupta, as well as Rajeswari and Prabhu. Below 

are few research that employ deep learning models with the PIMA dataset: Ashiquzzaman et al. 

developed a network design for predicting diabetes, which includes an input layer, fully 

connected layers, dropouts, and an output layer. The PIMA dataset characteristics were directly 

inputted into the proposed MLP, resulting in an accuracy of 89.57% at completion of the 

application. Massaro et al. generated synthetic recordings and applied long short-term memory 

(LSTM) to classify this data, resulting in LSTM-AR. The classification result of LSTM-AR, 

reported as 86.54%, outperformed both LSTM and the multi-layer perceptron (MLP) with 

previously conducted cross validation. Kannadasan et al. developed a sophisticated deep neural 

network that utilises stacked autoencoders to extract information and use softmax for diabetes 

classification. The implemented deep architecture achieved an accuracy of 89.21%. 

Rahman et al. introduced a model that relies on convolutional LSTM (Conv-LSTM). In addition, 

they conducted experiments using regular LSTM and CNN models in order to compare the 

outcomes. The grid search technique was utilised for hyperparameter optimisation in deep 

models. All models utilised a one-dimensional (1D) input layer. Following the separation of 

training and test data, the Conv-LSTM model demonstrated superior performance compared to 

other models, with an accuracy of 88.68%. Alex and colleagues developed a one-dimensional 

convolutional neural network (CNN) structure for the purpose of predicting diabetes. 

Nevertheless, the missing numbers were rectified through the process of outlier identification. 

Next, the data was preprocessed using the synthetic minority oversampling method (SMOTE) to 

address the imbalance in the data. Subsequently, the processed data was inputted into the 1D 

CNN architecture, resulting in an accuracy of 86.29%. To explore further applications of deep 
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learning for diabetes prediction, it is recommended to review the works conducted by Zhu et al. 

and Fregoso-Aparicio et al. 

Previous research indicates that the PIMA dataset is often employed in the fields of machine 

learning, 1D-CNN, and LSTM architectures. The PIMA dataset's numerical structure imposes 

limitations on the range of classification and extraction of features techniques available to 

researchers. In this study, the researchers address this constraint by transforming numerical data 

into graphic representations. Therefore, the PIMA numerical dataset may be used with well-

known CNN models as ResNet, VGGNet, and GoogleNet. 

1.2. The Structure, Purpose, Differences and Contribution of the Study 

Upon reviewing the prior research stated in Section 1.1., it becomes evident that a range of 

machine learning and deep-learning-based applications have been able to accurately predict 

diabetes using the PIMA dataset, which consists of clinical data records. Like the PIMA dataset, 

much clinical data in the medical domain consist of numerical values. Conventional machine 

learning techniques commonly utilise numerical values directly. In studies involving machine 

learning models like SVM, NB, RF, DT, etc., raw data or minimally processed data is fed 

directly to the model. The output is then assigned target values ranging from 0 (negative) to 1 

(positive). Studies employ deep architecture to construct models that utilise the same data to feed 

the PIMA features, either through the 1D convolution layer or the fully linked layers. The 

researchers Massaro, Maritati, Giannone, Convertini, and Galiano utilised a recurrent-neural-

network (RNN)-based LSTM to analyse the PIMA dataset, which consists of 1D data. However, 

LSTM was specifically created for analysing sequential data, but the PIMA dataset consists of 

independent data points. 

Deep learning has excelled traditional machine learning approaches in several aspects, leading to 

its increased popularity in recent years.  Due to their advanced features, especially deep CNN 

models, they have demonstrated superior performance, particularly in computer vision 

applications. Nevertheless, because to the presence of numerical values in the PIMA dataset, 

researchers have been compelled to develop one-dimensional convolutional neural network (1D 

CNN) models. 

CNN models are primarily designed for computer vision tasks, specifically for processing 2D 

data. As a result, the input layer of these models only takes 2D data. These models are used in 

transfer learning applications. Consequently, the use of popular CNN models for feature 



ResMilitaris,vol.13,n°, 2 ISSN: 2265-6294 Spring (2023) 

 

                                                                                                                                                                 7998                                                                                                                                                                              
 

extraction and diabetes prediction based on this PIMA dataset, which comprises independent 

numerical data, has not been demonstrated. Hence, to enhance the accuracy of diagnoses, the raw 

data might be subjected to modification using well-known CNN models. 

In order to circumvent this constraint, this work transforms each sample in the PIMA dataset into 

pictures, specifically diabetic images. Every picture related to diabetes has cells that reflect 

certain characteristics in the PIMA dataset. The ReliefF feature selection technique was 

employed to enhance the prominence of features with strong correlation in the picture. Once 

each feature is positioned on the picture based on its significance, data augmentation is 

implemented on these images. One key addition of this work is the straightforward 

implementation of data augmentation for diabetic data. This is particularly significant since, in 

comparison to numerical data, data augmentation for photos is a more often used and simpler 

approach. The enhanced visual data is subsequently inputted into the ResNet18 and ResNet50 

convolutional neural network models for the purpose of diabetes prediction. To enhance the 

existing outcomes, the characteristics of both models are combined and categorised using 

Support Vector Machine (CNN-SVM). Ultimately, the ReliefF method is employed for feature 

selection from a multitude of fusion features, and these chosen features are then categorised 

using SVM. Upon completion of the research, all of these outcomes are compared. The results 

indicate that the CNN-SVM structure, using chosen fusion characteristics, achieves superior 

diabetes prediction compared to other methods. Furthermore, the efficacy of the suggested 

approach is demonstrated by comparing its results with those of earlier research. The suggested 

method's contributions can be summarized as follows: 

➢ A diabetes prediction application with a comprehensive framework is proposed.  

➢ The PIMA dataset, which contains numeric values, is transformed into pictures. 

➢ The use of numerical diabetic data in conjunction with well-known CNN models is 

made available. 

➢ The significance of the characteristics is considered during the conversion to the 

picture. 

➢ The proposed technique surpasses the majority of prior investigations. 
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2. PIMA Indians Diabetes Dataset 

This study utilises the PIMA Indians Diabetes dataset, sourced from the Kaggle data repository, 

which is commonly employed for predicting diabetes. The date of access was 10 September 

2022. The dataset was sourced from the National Institute of Diabetes and Digestive and Kidney 

Diseases. The objective of the dataset is to determine whether a patient has diabetes or not, using 

specific diagnostic metrics included in the collection. All patients in this facility are specifically 

PIMA Indian women who are 19 years of age or older. 

The dataset comprises a collection of clinical and physical features, together with their 

corresponding measures and ranges. The variables measured in this study include the number of 

pregnancies (ranging from 0 to 19), glucose levels (ranging from 0 to 210), blood pressure 

(measured in mm Hg and ranging from 30 to 145), skin thickness (measured in mm and ranging 

from 0 to 90), insulin levels (measured in mu U/mL and ranging from 0 to 972), BMI (measured 

in kg/m2 and ranging from 0 to 74.32), diabetes pedigree function (PDF) values (ranging from 

0.065 to 3.87), age (measured in years and ranging from 19 to 78), and outcome (represented as a 

Boolean value, either 0 or 1). The dataset consists of 768 samples, each containing 7 numerical 

features. Table 1 displays a limited number of examples extracted from the dataset. 

Table 1. Some examples of Pima Indians Diabetes dataset 

 

Pregnancies 

[0-19] 

Glucose 

[0-210] 

Blood 

pressure 

[30-145] 

Skin 

thickness 

[0-90] 

Insulin 

[0-972] 

Body mass 

index 

[0-74] 

Diabetes pedigree 

function 

[0.065-3.87] 

Age 

[19-78] 

Outcome 

[0-1] 

6 148 72 35 0 33.6 0.627 50 1 

1 85 66 29 0 26.6 0.351 31 0 

8 183 64 0 0 23.3 0.672 32 1 

1 89 66 23 94 28.1 0.167 21 0 

5 116 74 0 0 25.6 0.201 30 0 

3 78 50 32 88 31 0.248 26 1 

10 115 0 0 0 35.3 0.134 29 0 

2 197 70 45 543 30.5 0.158 53 1 

8 125 96 0 0 0 0.232 54 1 

4 110 92 0 0 37.6 0.191 30 0 

10 168 74 0 0 38 0.537 34 1 
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10 139 80 0 0 27.1 1.441 57 0 

1 189 60 23 846 30.1 0.398 59 1 

5 166 72 19 175 25.8 0.587 51 1 

 

3. Methodology 

This section will provide a detailed explanation of the procedures employed to ascertain the 

diabetes status of patients. The procedure of the suggested approach is illustrated in Figure 1. 

The feature selection process begins by selecting the most valuable features from the numerical 

data, as demonstrated. 

As seen in Figure 1. After normalising the numerical data, the bounds of all features are adjusted 

for the conversion from numeric to picture. The process of converting numerical data to images 

is implemented in a manner that prioritises the most impactful features identified by the feature 

selection algorithm. Data augmentation strategies are employed to enhance the classification 

accuracy of deep ResNet models. The three ResNet-based methodologies proposed in this work 

are employed for the purpose of categorising data at the ultimate phase. Here, we will provide a 

more detailed explanation of each of these procedures. 
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Figure 1. Application steps of proposed methods. 

 

 

3.1. ReliefF Feature Selection Algorithm 

In order to enhance the ability to classify, researchers have investigated various techniques for 

reducing the number of features in the existing body of knowledge. ReliefF is a distance-based 

feature selector commonly used in literature. ReliefF, created by Kira and Rendell in 1992, is a 

highly effective technique for filtering features. 

Dimension reduction techniques assist in eliminating unnecessary attributes from a dataset. 

These technologies facilitate data compression, resulting in storage space conservation. 
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Additionally, it decreases the time needed for computational complexity and minimises the 

duration required to achieve the same objective. 

In 1994, Kononenko enhanced the algorithm for addressing multi-class problems. This algorithm 

facilitates successful feature selection. The ReliefF algorithm is extremely efficient and does not 

impose any limitations on the characteristics of the data. The ReliefF approach aids in resolving 

many types of problems by selecting the closest neighbouring samples from each sample in 

every category. ReliefF aims to uncover the relationships and coherence present in the attributes 

of the dataset. Moreover, it is possible to identify the important characteristics in the dataset by 

creating a model that considers the closeness to samples of the same class and the distance to 

samples of different classes. The ReliefF model selects neighbouring attributes that are closest to 

each other from samples of unique quality. In this model, the dataset is partitioned into two 

components: training data and test data. Ri random samples are taken from the training set, and 

the difference function di f f is employed to determine the closest neighbours of both the same 

and different classes, in order to identify the nearest neighbours to the chosen Ri sample, as 

shown in Equation (1). The di f f function is used to calculate the distance between instances 

while determining nearest neighbours. The total distance is calculated by adding up all attribute 

discrepancies, which is also known as the Manhattan distance. 

Equation (1) is utilised to calculate the disparity between two distinct samples, I1 and I2, for the 

attribute A, and to ascertain the minimum distance between the samples. The closest neighbour 

H from the same class and the closest neighbour M from a different class are selected. The 

proximity between adjacent sample Af within the same class and across different classes is 

assessed by considering the values of Ri, M, H, and the weighting vector of the dataset. The 

WAf weight is determined using a comparison process that assigns lower importance to traits 

that are further away. The aforementioned processes are executed m times for every attribute, 

resulting in the computation of weight values for each attribute. The weights are modified using 

Equation (2). 

𝑑𝑖𝑓 𝑓(𝐴, 𝐼1,𝐼2) =
|𝑣𝑎𝑙𝑢𝑒(𝐴, 𝐼1) − 𝑣𝑎𝑙𝑢𝑒(𝐴, 𝐼2)|

max(𝐴) − min(𝐴)
      − − − − − − − − − −(1) 
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𝑊𝑛𝑒𝑤(𝐴𝑓) = 𝑊𝑜𝑙𝑑(𝐴𝑓) +  
𝑑𝑖𝑓𝑓 (𝐴𝑓 , 𝑅𝑖 , 𝑀)

𝑚
−

𝑑𝑖𝑓𝑓 (𝐴𝑓 , 𝑅𝑖, 𝐻)

𝑚
− − − − − (2) 

After using the ReliefF feature selection method on the PIMA dataset features, the significance 

weight of each feature is displayed in Figure 2. The number of nearest neighbours was 

determined to be 10. According to Figure 2, the most 

The ReliefF technique was used to identify the effective features from the PIMA numerical data. 

 

Figure 2. Importance weight of features in the PIMA dataset 

3.2. Normalization of Data 

Normalising data with a large number of features is a well-established procedure in the field of 

artificial intelligence. Various functionalities have distinct limitations. Normalising the 

characteristics by setting them to the same or similar range enhances the learning performance. 

The PIMA dataset as well 
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Exhibits distinct minimum and maximum values, as depicted in Table 1. Therefore, it is 

imperative to normalize these values. Furthermore, normalization is crucial for the conversion 

process of numeric-to-image in the suggested method, as it ensures that each feature's value is 

accurately placed on the corresponding image representing the sample. The cell in the associated 

image appears brighter in colour based on the amplitude of the feature. Thus, it is necessary for 

all features to have identical maximum and lowest values. 

Feature scaling is the recommended approach for normalizations. This method involves rescaling 

the feature values to a specific range. The feature scaling method employed in this investigation 

is the min-max normalizations method. In this approach, the updated value of the sample (ˆ x) is 

The determination is made based on the maximum (𝑥𝑚𝑎𝑥) and minimum (𝑥𝑚𝑖𝑛)  values of the 

characteristics. 

Normalisation ensures that all features are scaled to a range of 0 to 1. During the application 

step, the process of normalisation is implemented on eight specific features inside the PIMA 

dataset. Figure 3 illustrates that following the normalisation process, the glucose levels range 

from 0 to 210 and the blood pressure data range from 0 to 145, both scaled to a range of 0 to 1. 

Formula (3) presents the equation for the min-max normalisation technique. 

𝑥̂ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
− − − − − − − − − − − − − − − − − (3) 
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Figure 3. Min–max normalization of PIMA dataset 

3.3. Conversion of Numeric Data to Image Data 

Despite a significant recent growth in the quantity of picture data in the medical profession, there 

remains a substantial amount of numerical data available. While numerical numbers can be 

readily and inexpensively acquired, the analysis and understanding of this data is often 

conducted. 
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using machine learning techniques. Recently, there has been a preference for using 1D CNN 

structures in deep architecture investigations. These structures are utilised to process numerical 

values as input. This preference arises because popular CNN models, which have shown 

considerable advances in computer vision, cannot be directly applied to this type of data. For 

these models, the input layer requires 2D data as input. 

CNN models like ResNet, VGGNet, GoogleNet, and others are specifically created with an 

architecture that is well-suited for processing image data. Hence, the incapacity to examine 

datasets comprising 1D samples using these robust models is a significant drawback in terms of 

both the range of applications and the accuracy of predictions. This section explores the process 

of converting numerical data into visual representations.To address this constraint in the PIMA 

dataset, which consists of numerical data, a solution needs to be found. 

When converting PIMA data to pictures, the brightness of a given region (cell) in the image is 

determined based on the amplitude of each feature. Indeed, every characteristic can be regarded 

as a component of the puzzle formed by the example image. Each sample in the PIMA dataset 

utilises a 120 x 120 picture structure, as depicted in Figure 4. 

The index assigned to each cell corresponds to the feature index in the PIMA dataset. Figure 4 

displays the positions of features in a sample image. Figure 4 depicts the precise location and 

size of features, which are defined based on their significance rather than being chosen 

arbitrarily. Figure 2 displays the order of relevance of features resulting from the ReliefF 

algorithm as 2-8-6-1-7-3-5-4. Consequently, a larger cell is designated for the trait that is deemed 

more significant. The colour of each cell is determined by the magnitude of the relevant feature 

value. Since the data has been normalised, every feature value falls within the range of 0 to 1. 

The brightness values of the cells in the photos are obtained by multiplying each feature value by 

255, resulting in values ranging from 0 to 255. Consequently, the images that are produced are in 

shades of grey. Figure 4 displays several exemplar photos related to diabetes. 
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Figure 4. Conversion selected features to image (numeric to image). 

3.4. Data Augmentaion 

The quantity of samples has a direct impact on the efficacy of deep learning 

methods.Nevertheless, it is not always feasible to retrieve a substantial amount of data. 

Consequently, researchers enhance the size of a training dataset by generating altered versionsof 

the photos contained in the collection. Data augmentation approaches refer to the application of 

certain methods to raw photos in order to achieve this objective. 
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Figure 5. Data augmentation methodologies and sample augmented images. 

3.5. Diabetes Prediction via ResNet Models 

The CNN model is fed with images that have undergone data augmentation and are divided into 

80% for training and 20% for testing. This study utilises the ResNet18 and ResNet50 models, 

commonly employed for comparative analysis, to estimate diabetes. ResNet models are widely 

utilised in numerous studies due to their inherent advantages. The advantage of ResNet lies in its 

ability to mitigate the issue of disappearing gradients by transmitting residual values to 

subsequent layers through the usage of residual blocks. ResNet models exist at various depths. 

The depths of the ResNet18 and ResNet50 models utilised in this investigation are 18 and 50, 

correspondingly. 

This study utilises pre-existing models for diabetes detection instead of developing a novel 

convolutional neural network architecture. We apply current ResNet models to our work with 

just slight alterations, specifically fine-tuning. Both models undergo a process where the final 

two layers of the present models are eliminated and substituted with two fully linked output 

layers and a classification (softmax) layer. Furthermore, although the diabetic images generated 
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have dimensions of 120 x 120, the required input size for ResNet models is 224 x 224. 

Consequently, all images related to diabetes are adjusted in size before and during the training 

process (refer to Figure 6). The findings section will provide an analysis of the outcomes 

achieved during the training and testing phases. 

Augmented Images Resizing CNN-Based Classification 

 

 

 

 

 

 

 

(224*224) 

 

 

ResNet18 

patient with diabetesnon-diabetic patient 

 

 
 

ResNet50 

patient with diabetesnon-diabetic patient 

Figure 6. Classification of diabetes images as diabetic (1) and nondiabetic (0) with ResNet 

models. 

4. Results and Discussion 

The examined aspects of the suggested approach are outlined. The diabetes prediction deep 

learning programmes were executed on a laptop equipped with an Intel Core i7-7700HG 

processor, NVIDIA GeForce GTX 1050 4 GB graphics card, and 16 GB of RAM. The apps were 

constructed within the Matlab environment. Figure 8 can serve as a point of reference for the 

software design or code implementation of the proposed strategy. The algorithm for the method 

was devised according to Figure 8. The utilisation of toolbox and libraries directly during the 
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developing process helped to mitigate programme complexity. The toolboxes utilised in this 

particular scenario are focused on Machine Learning. 

The three toolboxes are Toolbox, Deep Learning Toolbox, and Image Processing Toolbox. 

To showcase the superiority of the proposed strategy, results are generated using three distinct 

ways. Detailed methodological information regarding these three approaches has been provided 

in the preceding section. The initial method involves utilising fine-tuned ResNet models for 

classifying and predicting diabetes based on diabetic data. 

Images following the process of data augmentation. To do this, the ResNet18 and ResNet50 

models undergo finetuning, and the output layer is modified to align with the two classes. Next, 

the dataset of 5400 diabetic photos is split into two groups: 80% of the images are used as 

training data, while the remaining 20% are used as test data. The models are trained using the 

training data, and the performance of the network is evaluated using the test data. The second 

strategy involves extracting deep characteristics from two sources.The fusion features (2660) are 

classified by combining fine-tuned ResNet modelsby the SVM machine learning method. 

5. Conclusions, Discussion and Future Works 

Diabetes is a persistent medical condition that restricts individuals' everyday functioning, 

diminishes their overall well-being, and heightens the likelihood of mortality. Historically, 

machine learning and deep neural network (DNN) solutions have been created using clinical 

data, specifically for the purpose of predicting diabetes through various research. 

has been conducted. Although these research have yielded promising results, the quantitative 

structure of clinical registry data has restricted the use of widely used CNN models. This study 

employed widely recognised CNN models to ascertain the diagnosis of diabetes. In this study, 

the numerical clinical patient data (PIMA dataset) were translated into pictures since CNN 

models require two-dimensional data input. Thus, every characteristic was incorporated into the 

example image. This technique was executed with deliberate intention, and the most impactful 

aspect was enhanced to be more prominent in the photograph. The ReliefF feature selection 

approach was employed to identify the most impactful features in this procedure. After 
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augmenting the data and resizing the photos to fit the ResNet model, diabetes prediction was 

performed using three distinct methods. 

The first technique effectively categorised diabetes photos using the finetuned ResNet18 and 

ResNet50 models. The second strategy utilised Support Vector Machines (SVM) to classify a 

total of 2560 deep features that were retrieved from the fully linked layers of both ResNet 

models. 

The previous method involved selecting the top 500 deep features using the ReliefF feature 

selection algorithm, and then classifying these selected features using SVM. The third strategy 

yielded the most successful prediction. The SVM/cubic model achieved a classification accuracy 

of 92.19% when employing 500 chosen features. The image data underwent all of these 

classifications. The conversion of the data to image format eliminated the restriction on the 

algorithm that may be used to the PIMA dataset. By utilising various CNN models, such as those 

capable of extracting intricate and advanced features, the PIMA dataset or similar numerical data 

can be effectively analysed. An application that includes image data can be analysed in a more 

varied and complete manner compared to an application that includes numerical data. This is due 

to the extensive range of artificial intelligence combinations that can be applied to the image 

data. The ResNet18 and ResNet50 models used in this study have shown superior outcomes 

compared to earlier studies. For instance, the quantity and diversity of features can be augmented 

by employing several CNN models. According to the available evidence, the experimental 

findings have demonstrated that the conversion of clinical data into visuals is a highly effective 

technique. 

The methodology suggested in this research can also be utilised for various numerical 

datasets.Studies utilising deep learning techniques have decreased reliance on specific features, 

allowing the designed architecture to become more prominent. Nevertheless, the approach 

suggested in this research is valuable since it allows for the utilisation of intricate and all-

encompassing structures for numerical data. 

This application may require additional processing processes compared to studies that directly 

use raw data.Generating picture data allows for enhanced diabetes prediction performance by 
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leveraging CNN models that can now be applied to numerical data across various architectures. 

Furthermore, diabetic photos can now be readily subjected to data augmentation. Furthermore, 

the application findings indicate that the integration of fusion features in the CNN-SVM 

architecture significantly enhances the level of success. In addition, by utilising specific 

characteristics, CNN-SVM offers higher accuracy in predictions while being more cost-effective. 

These situations can be explained by the significant tendency of experimental simulation studies. 

The system's performance is enhanced by the chosen fusion characteristics, despite their limited 

quantity. Furthermore, the CNN-SVM architecture is highly efficient. Utilising various 

applications with reduced complexity, enhanced efficiency, and greater versatility enhances the 

classification accuracy of the system. 
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