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Abstract  

Drug repositioning, the process of discovering new therapeutic indications for existing drugs, has 

gained significant interest as a potential solution to the challenges of traditional drug discovery. 

In this proposal, we aim to address the critical issue of improving drug repositioning accuracy by 

introducing a novel feature selection approach based on hybrid artificial intelligence techniques 

and developing a lightweight deep learning-machine learning hybrid model. 

 

Index Terms: Drug-disease association, drug repositioning, Fuzzy Logic, Machine Learning, Deep Learning  

1. Introduction  

Predicting drug-disease associations is a crucial task in the field of biomedical research and drug 

discovery. It involves identifying potential relationships between drugs and diseases to facilitate 

the development of new therapeutic approaches, repurposing existing drugs for different 

indications, and improving patient care. 

Traditional methods for discovering drug-disease associations rely heavily on experimental 

studies, clinical trials, and empirical observations. However, these approaches are time-

consuming, expensive, and often limited in their scope and efficiency. To overcome these 

challenges, computational methods and machine learning techniques have emerged as valuable 

tools for predicting drug-disease associations. 

Computational methods leverage large-scale biomedical data, including molecular structures, 

genetic information, gene expression profiles, protein-protein interactions, and clinical data, to 

build predictive models. These models aim to uncover hidden patterns, relationships, and 
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connections between drugs and diseases. By analyzing and integrating these diverse data sources, 

computational approaches can provide valuable insights into potential drug-disease associations 

that may not be readily apparent through traditional experimental approaches. 

Machine learning algorithms, such as support vector machines, random forests, deep learning 

models, and network-based approaches, are commonly employed in drug-disease association 

prediction. These algorithms learn from the patterns and features extracted from the data to make 

predictions about potential drug-disease interactions. Additionally, network-based approaches 

utilize the complex interactions between drugs, diseases, genes, and proteins to infer novel 

associations. 

Predicting drug-disease associations has significant implications for various areas of biomedical 

research and healthcare. It can accelerate drug discovery and development processes by 

identifying promising drug candidates for specific diseases. Additionally, it enables the 

repurposing of existing drugs for new indications, potentially reducing costs and timelines 

associated with drug development. Furthermore, accurate predictions of drug-disease 

associations can guide personalized medicine approaches and enhance patient treatment 

strategies. 

While computational methods have shown promising results in predicting drug-disease 

associations, challenges and limitations persist. The availability of comprehensive and high-

quality data, integration of diverse data types, handling of data heterogeneity, and validation of 

predictions in experimental settings remain ongoing areas of research. Overcoming these 

challenges and refining computational approaches will continue to enhance our understanding of 

the complex interplay between drugs and diseases and ultimately lead to improved patient 

outcomes. 

2. Problems Statement 
 
Drug repositioning, which involves discovering new indications for existing drugs, holds great 

promise in overcoming the bottleneck of traditional drug discovery and development processes. 

In this context, in silico methods have been proposed to predict drug-disease associations, 

leveraging the vast amount of available biological data. One of the promising approaches for 

drug-disease association prediction is the meta-path based approach. This method extracts 
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network-based information by traversing paths from a drug to a disease, enabling the 

identification of potential associations. Compared to other methods, the meta-path based 

approach shows comparable performance while requiring less information. However, despite the 

potential of the meta-path based approach, existing literature surveys reveal that no previous 

studies have explored the integration of feature selection techniques. Feature selection plays a 

crucial role in improving the accuracy and efficiency of prediction systems by selecting the most 

relevant and informative features. 

3. Literature Survey  

Study Methodology Data Sources Key Findings 

 

 

Campillos et al. 

(2011) 

 

 

Side-effect similarity 

Drug side-effect profiles Discovered new drug indications by measuring 

the similarity of drug side-effect profiles and 

successfully predicted associations for several 

drugs. 

 

 

Gottlieb et al. (2011) 

 

 

Machine learning-based 

method 

Drug chemical structures, 

disease-related features, 

drug-disease associations 

Utilized a regularized logistic regression model 

with features derived from drug structures and 

disease properties, achieving accurate 

predictions for known and novel associations. 

 

 

Chen et al. (2012)

  

 

 

Network-based method 

Drug-target interactions, 

protein-protein 

interactions, disease-gene 

associations 

Proposed a random walk algorithm on a 

heterogeneous network to predict drug-disease 

associations, outperforming other methods. 

 

 

Wu et al.  

(2013)  

 

 

Network-based method 

Drug-target interactions, 

disease-gene associations, 

drug chemical structures 

Developed a network-based method that 

integrated multiple data sources to predict 

drug-disease associations, with improved 

prediction accuracy. 

 

W.Wang,et al.(2014) 

 

Network-based approach 

Drug-gene interactions, 

disease-gene associations, 

drug chemical structure 

data 

Identified potential drug candidates for 

different diseases by leveraging network-based 

associations between drugs, genes, and 

diseases. 

 

 

Hao Ding,  (2014) 

 

Similarity-based prediction 

model 

drug chemical structure 

data, target protein 

sequences 

Developed a similarity-based model to predict 

drug-target interactions, which was then used 

to predict potential drug-disease associations 

based on the predicted targets. 

 

Ping Zhang. 

(2015) 

 

Label propagation 

algorithm 

Drug chemical structure 

data, known target 

interactions 

Applied a label propagation algorithm to 

predict drug-target interactions, then utilized 

the predicted targets to investigate potential 

drug-disease associations. 

 

Hailin Chen, et 

al.(2016) 

 

Network-based 

repositioning method 

Drug-gene associations, 

disease-gene associations 

Developed a network-based method for drug 

repositioning and validated the predictions 

through in vitro and in vivo experiments, 

leading to the identification of promising 

candidates for disease treatment. 

 

Jing Tang, et al.

 (2017)  

 

Text mining and literature-

derived approach 

 

Biomedical literature and 

databases 

Utilized a text mining approach to prioritize 

potential drug candidates for rheumatoid 

arthritis based on their literature-derived 

associations, highlighting drugs with potential 
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for repositioning to treat the disease. 

 

Luan et al. (2018) 

 

Deep learning with 

multiomics data 

Drug chemical structures, 

gene expression profiles, 

disease-related features 

Proposed a deep learning framework that 

incorporated multiomics data for predicting 

drug-disease associations and achieved 

improved performance. 

 

Liu et al. 

 (2019)  

 

Matrix factorization

 Drug chemical 

structures, 

disease-gene associations  Applied matrix factorization methods 

to predict drug-disease associations by 

integrating drug structures and disease-related 

genomic data, achieving accurate predictions 

for novel associations. 

 

Xu et al. 

      (2020) 

  

Graph neural networks Drug chemical structures, 

protein 

interactions, disease-gene 

associations 

Proposed a graph neural network-based model 

to predict drug-disease associations by 

leveraging heterogeneous data sources, 

showing improved performance compared to 

other methods. 

 

Lv et al. 

 (2021)  

Multi-view learning

 Drug chemical 

structures, 

gene expression profiles, 

disease-related features 

Developed a multi-view learning framework to 

predict drug-disease associations by integrating 

multiple data sources, achieving enhanced 

prediction accuracy compared to single-view 

methods. 

 

Zhang et al.        

(2021)   

Attention-based model Drug chemical structures, 

disease-related features 

Proposed an attention-based model that 

captured the relationships between drugs and 

diseases for predicting associations. Showed 

competitive performance on benchmark 

datasets. 

 

 

Wei et al. 

(2022) 

 

 

Graph neural networks 

Drug chemical structures, 

protein interactions, 

disease-gene associations 

Introduced a graph neural network model that 

integrates multiple data sources to predict drug-

disease associations. Achieved improved 

performance compared to previous methods. 

 

 

 

Xie et al. 

(2022) 

 

 

 

Deep learning with 

multiomics data 

Drug chemical structures, 

gene expression profiles, 

disease-related features 

Developed a deep learning framework that 

incorporates multiomics data to predict drug-

disease associations. Demonstrated enhanced 

prediction accuracy by considering the 

molecular mechanisms underlying associations. 

 

 

 

Liu et al. 

(2023) 

 

 

 

Transformer-based model 

 

Biomedical articles, drug-

disease relationships, 

clinical data 

Proposed a transformer-based model for drug-

disease association prediction by leveraging 

information from scientific literature and 

clinical data. Attained state-of-the-art 

performance on benchmark datasets. 

 

 

 

Hu et al. 

(2023) 

 

 

 

Bayesian matrix 

factorization 

 

 

Drug-target interactions, 

disease-gene associations 

Utilized a Bayesian matrix factorization 

approach to predict drug-disease associations. 

Showed improved performance in identifying 

potential therapeutic relationships compared to 

traditional matrix factorization methods. 
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Zhang et al. (2023) 

 

 

Knowledge graph 

embedding 

Biomedical knowledge 

graphs, drug-disease 

relationships, gene-

disease relationships 

Developed a knowledge graph embedding 

model to predict drug-disease associations by 

capturing the semantic relationships between 

entities. Achieved competitive performance 

compared to other methods. 

 

Liang et al. (2023) 

 

 

Text mining and deep 

learning 

Biomedical articles, drug-

disease relationships 

Integrated text mining and deep learning 

techniques to extract and predict drug-disease 

associations from literature. Demonstrated high 

precision and recall rates for both known and 

novel associations. 

4. Objectives  

1. To collect the dataset of approved drugs and their target proteins from Drug Bank 

2. To extract the novel features from the dataset using Fuzzy Logic and Clustering-based 

Feature Selection.       

3. To apply the light weight deep learning models for efficient training on the reduced 

feature set 

4. To develop the machine learning algorithms for enhancement interpretability and 

accuracy,    integrating machine learning algorithms, such as logistic regression or 

random forests, in  combination with the deep learning model. 

5. To improve the accuracy, drug information, and new meta-path based profiles  

5. Methodology 

Data Preprocessing: 
 

We will collect comprehensive drug-disease association data from publicly available databases 

and preprocess it for subsequent feature selection and model training. 

 

Fuzzy Logic and Clustering-based Feature Selection: 

To enhance the feature selection process for drug repositioning, we propose a hybrid approach 

that combines fuzzy logic and clustering algorithms. This method will enable us to identify and 

select the most relevant and representative features for the prediction task. 

Lightweight Deep Learning Model: 

We will design a shallow and lightweight deep learning architecture, such as a neural network 

with few layers and nodes, for efficient training on the reduced feature set. 
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Machine Learning Integration: 

To enhance interpretability and accuracy, we will incorporate machine learning algorithms, such 

as logistic regression or random forests, in combination with the deep learning model. 

 

We anticipate that the proposed hybrid artificial intelligence approach will lead to an improved 

drug repositioning system with enhanced prediction accuracy and reduced computational burden. 

By combining fuzzy logic and clustering for feature selection and integrating lightweight deep 

learning with machine learning, we aim to provide a comprehensive solution for drug 

repositioning, ultimately contributing to the discovery of novel therapeutic applications for 

existing drugs. 

 
        

 
 

Figure 1: the implementation of flow diagram 

6. Conclusion  

The current Research Work is to anticipate that the proposed hybrid artificial intelligence 

approach will lead to an improved drug repositioning system with enhanced prediction accuracy 

and reduced computational burden. By combining fuzzy logic and clustering for feature selection 

and integrating lightweight deep learning with machine learning, the aim to provide a 

comprehensive solution for drug repositioning, ultimately contributing to the discovery of novel 

therapeutic applications for existing drugs. 
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