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Abstract 

Efficient vehicle detection and counting are crucial for effective highway management, yet the varying 

sizes of vehicles present significant challenges to accurate detection. This paper introduces a vision-

based vehicle detection and counting system, supported by a novel high-definition highway vehicle 

dataset comprising 57,290 annotated instances across 11,129 images. Unlike existing public datasets, 

our dataset includes annotations for smaller vehicle objects, providing a comprehensive data foundation 

for deep learning-based vehicle detection. 

We leverage the capabilities of deep convolutional networks (CNNs), which excel in learning image 

features and can simultaneously perform multiple tasks, such as classification and bounding box 

regression. Our detection approach is rooted in the You Only Look Once (YOLO-V4) model, combined 

with the Deep SORT algorithm for real-time vehicle tracking. YOLO-V4 generates vehicle detections 

from video frames, while Deep SORT enhances tracking accuracy by mitigating false predictions from 

YOLO-V4. 

The video input is processed frame-by-frame, allowing for real-time vehicle detection and tracking. The 

proposed model is rigorously trained using a blend of public and custom-collected datasets, ensuring 

robust performance in diverse traffic scenarios. This work represents a significant advancement in 

vehicle detection and tracking methodologies, contributing to improved accuracy in highway 

management systems. 
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1. INTRODUCTION 

1.1 Overview 

Vehicle detection and tracking is a common problem with multiple use cases. Government authorities 

and private establishment might want to understand the traffic flowing through a place to better develop 

its infrastructure for the ease and convenience of everyone. A road widening project, timing the traffic 

signals and construction of parking spaces are a few examples where analysing the traffic is integral to 

the project. Traditionally, identification and tracking has been carried out manually. A person will stand 

at a point and note the count of the vehicles and their types. Recently, sensors have been put into use, 

but they only solve the counting problem. Sensors will not be able to detect the type of vehicle. 

A fundamental source of the economic growth of any nation depends on well-planned and resilient 

transportation systems based on spatial information. Regardless, most cities around the world are still 

facing a rampant increase in traffic volume and complications in traffic management, resulting in poor 

quality of life in modern cities. However, recent advancements in internet bandwidth, artificial 

intelligence, and sensing technologies have minimized these difficulties by collaboratively bringing 

forward location intelligence for public safety. Automation in location intelligence in road 

environments using sensing technologies allow authorities to achieve resilience in road safety, 

controlled commutes, and assessments of road conditions.  
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1.2 Problem statement 

Several state-of-the-art deep learning models in the domain of near real-time multi-object classification 

belonging to the You Only Look Once (YOLO) family (two versions of improved YOLOv3 and two 

versions of YOLOv5) were trained. The models were ensembled such that it tackles several of the 

existing challenges of real-time object detection, recognition, and classification. The challenges tackled 

by these YOLO models include the absence of an integrated anchor box selection process, time-taking 

space-to-depth conversion, the gradient descent problem, weak feature propagation, a large number of 

network parameters, and problems in the generalization of objects of different sizes and scales. Object 

detection algorithm based on deep learning is one of the most widely used and challenging tasks in the 

field of computer vision. It is widely used in many fields such as medical image, unmanned vehicle, 

security system and robot research. The object detection task is to distinguish the target object in the 

image from the background information. It usually consists of two parts namely locating and marking 

the bounding box of the object to be detected in the image and completing the task of classifying the 

target in the bounding box. One of the most common methods for object detection is YOLO. The 

algorithm was introduced and outperformed other detection methods in speed and accuracy. Since then, 

it has been under continuous improvements to enhance its performance. YOLOv4 achieved high 

performance compared with state-of-the-art object detection methods. Naturally, such performance 

encouraged researchers to exploit its potentials in transportation. 

Therefore, this work implements YOLOv4 for object detection and DeepSORT for tracking the detected 

vehicles. Three different variations of the deep learning models are used and compared their 

performance; a pre-trained model with the COCO dataset, and two custom-trained models with different 

datasets. The three different datasets; the COCO dataset, the Berkeley DeepDrive dataset, and our 

custom developed dataset obtained by a Dash Cam installed onboard vehicle driven on city streets and 

highways in the Kingdom of Saudi Arabia (KSA).  

2. LITERATURE SURVEY 

Wang et al. [1] proposed an algorithm to detect abnormality in vehicles behaviour such as stalled cars 

and cars speeding up or slowing down. They used YOLO algorithm for detection and Kalman filter for 

tracking. They tested their framework on videos from traffic cameras. The combination of YOLO and 

Kalman filter is applicable, despite some scenarios where farther contextual knowledge is needed to 

improve detection results. 

Kumar et al. [2] trained a sentiment classification model to detect negative sentiment about a road 

hazard from Twitter. The data is collected using search filtering with specific terms that relate to traffic. 

Then, naive Bayes, K-nearest-neighbor and the dynamic language model (DLM) are used to build 

models to classify the tweets into a hazard and not hazard. 

Song et al. [3] considered small vehicles on highways in their proposed detection and counting system. 

They published a new high-definition dataset containing annotations of small objects. They developed 

a segmentation method to extract and divide roads into remote and proximal areas. They used YOLOv3 

as their detection method and the ORB algorithm as a feature extractor. They analysed the trajectories 

of detected objects for counting purposes. Their proposed method provide good performance as can 

replace the traditional ways of counting vehicles without any new hardware equipment. 

Tejaswin et al. [4] also used random forest classifier to predict traffic incidents. The traffic incidents 

are clustered and predicted using spatio-temporal data from Twitter. The location information is 

extracted using NLP and background knowledge by using Freebase API, which is a community-curated 

structured database containing large number of entities and each one defied by multiple properties and 

attributes that helps in entity disambiguation. 
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Suma et al. [5] built a classification model using logistic regression with stochastic gradient descent to 

detect events related to road traffic from English tweets using Apache Spark. They used the latent 

Dirichlet allocation (LDA) topic modeling module to filter traffic messages. In addition, they used the 

Spark MLib library and trained classifiers using SVM, KNN and NB to detect traffic events. 

Chen et al. [6] aimed at detecting objects by generating 3D object proposals. Their proposed work 

utilized stereo imagery. They based the method on minimizing an energy function which encodes object 

size prior, object placement and some context depth information. Then, they used convolutional neural 

network to use appearance, context and depth information for object detection. The method predicted 

3D bounding box coordinate and object pose. The approach proved to be superior to previously 

published object detection work on the KITTI benchmark. 

Sudha and Priyadarshini [7] designed an approach for multiple vehicles detection and tracking. Their 

work utilized an enhanced YOLOv3 algorithm with an improved visual background extractor for 

detection. For tracking, Kalman filtering with particle filter technique were deployed. Authors tested 

the proposed solution on two private datasets, KITTI and DETRAC benchmark datasets. 

Sang et al. [8] came up with an improved detection model based on YOLOv2, which used the k-

means++ algorithm to train a dataset to cluster vehicle bounding boxes. To improve the loss due to 

different scales of vehicles, normalization was introduced. Moreover, repeated convolution layers were 

removed to improve feature extraction. 

Du et al. [9] proposed the real-time detection of vehicles and traffic lights with the YOLOv3 network, 

an improved version of YOLOv2, by detecting small objects with balanced speed and precision using 

a new, high-quality dataset named the Vehicle and Traffic Light Dataset (V-TLD). They used YOLOv3 

to detect and classify the vehicles and used an ORB algorithm to obtain driving directions. 

 Mahto et al. [10] used a fine-tuned YOLOv4 for vehicle detection using the UA-DETRAC dataset, 

which was faster than previous iterations. YOLOv5, despite being produced by a different author than 

its predecessors, has higher performance in terms of accuracy and speed among the YOLO family. 

Liu et al., in [11], proposed 3-D constrained multiple kernels, facilitated with Kalman filtering, to track 

objects detected by a YOLOv3 network. These recent but sophisticated tracking algorithms have 

improved the accuracy of object tracking, but they require heavy computational power. Here, they 

propose a simple object-centroid tracking algorithm to track the detection provided by YOLO-based 

DL networks in multiple lanes of the road in real time. Furthermore, this study compares the use of two 

YOLO variants, YOLOv3 and YOLOv5, to obtain a real-time vehicle tracking method that can process 

multiple video streams with a single GPU, using multi-threading techniques. 

Ali et al. [12] used inductive loop sensors to detect and count diverse vehicles in lane-less roads. They 

developed a multiple loop system with a new structure for inductive loop sensors. Their solution was 

able to sense vehicles and divide them by type. During testing, the system provided accurate counting 

of vehicles despite the heterogenous traffic conditions. 

Neupane, et al. [13] proposed a multi-vehicle tracking algorithm that obtains the per-lane count, 

classification, and speed of vehicles in real time. The experiments showed that accuracy doubled after 

fine-tuning (71% vs. up to 30%). Based on a comparison of four YOLO networks, coupling the 

YOLOv5-large network to our tracking algorithm provided a trade-off between overall accuracy (95% 

vs. up to 90%), loss (0.033 vs. up to 0.036), and model size (91.6 MB vs. up to 120.6 MB). The 

implications of these results are in spatial information management and sensing for intelligent transport 

planning. 
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A. H. Abdel-Gawad, et al. [14] proposed a detection-based tracking approach for Multiple VRU 

Tracking of video from an inside-vehicle camera in real-time. YOLOv4 scans every frame to detect 

VRUs first, then Simple Online and Realtime Tracking with a Deep Association Metric (Deep SORT) 

algorithm, which is customized for multiple VRU tracking, is applied. The results of our experiments 

on both the Joint Attention in Autonomous Driving (JAAD) and Multiple Object Tracking (MOT) 

datasets exhibit competitive performance. 

Tao et al. [15] constructed vehicle identification for images on road using an optimized YOLO method. 

In this method, the last two fully connected layers are detached and added an average pool layer. The 

simulation results shows that the accuracy and precision rate is higher than single object detection. This 

algorithm will compute the intersection-over-union (IOU) distance between each detection and every 

predicted bounding box from the existing targets. The last algorithm work in SORT algorithm will 

assign either create unique identities or destroyed it. In DeepSORT there will be deep learning algorithm 

which helps reduces high number of identity switches and improve efficiency of tracking through 

occlusions in SORT algorithm.  

3. PROPOSED SYSTEM 

Intelligent vehicle detection and counting are becoming increasingly important in the field of highway 

management. However, due to the different sizes of vehicles, their detection remains a challenge that 

directly affects the accuracy of vehicle counts. To address this issue, this paper proposes a vision-based 

vehicle detection and counting system. A new high-definition highway vehicle dataset with a total of 

57,290 annotated instances in 11,129 images is published in this study. Compared with the existing 

public datasets, the proposed dataset contains annotated tiny objects in the image, which provides the 

complete data foundation for vehicle detection based on deep learning. 

 

Fig. 1: Block diagram of proposed method. 

Figure 1 shows the block diagram of proposed method. The use of deep convolutional networks (CNNs) 

has achieved amazing success in the field of vehicle object detection. CNNs have a strong ability to 

learn image features and can perform multiple related tasks, such as classification and bounding box 

regression. The detection method can be generally divided into two categories. The two-stage method 

generates a candidate box of the object via various algorithms and then classifies the object by a 

convolutional neural network. The one-stage method does not generate a candidate box but directly 

converts the positioning problem of the object bounding box into a regression problem for processing.  

Therefore, this work is focused on implementation of You Only Look Once (YOLO-V4) based 

DeepSORT model for real time vehicle detection and tracking from video sequences. Deep learning 

based Simple Real time Tracker (Deep SORT) algorithm is added, which will track actual presence of 

vehicles from video frame predicted by YOLO-V4 so the false prediction perform by YOLOV4 can be 

avoid by using DeepSort algorithm.  The video will be converted into multiple frames and give as input 

to YOLO-V4 for vehicle detection. The detected vehicle frame will be further analysed by DeepSort 

algorithm to track vehicle and if vehicle tracked then DeepSort will put bounding box across tracked 

vehicle and increment the tracking count. The proposed model is trained with three different datasets 

such as COCO, Berkeley and Dash Cam dataset. Here, Dash Cam dataset is the custom collected dataset 

3.1 Dataset 
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COCO dataset: The dataset contains car images with one or more damaged parts. The img/ folder has 

all 80 images in the dataset. There are three more folders train/, val/ and test/ for training, validation 

and testing purposes respectively. 

Berkeley dataset: Berkeley DeepDrive(link is external) (BDD) and Nexar announced the release of 

36,000 high frame-rate videos of driving, in addition to 5,000 pixel-level semantics-segmented labeled 

images, and invited public and private institution researchers to join the effort to develop accurate 

automotive perception and motion prediction models. 

3.2 Preprocessing and frame separation 

Digital image processing is the use of computer algorithms to perform image processing on digital 

images. As a subfield of digital signal processing, digital image processing has many advantages over 

analogue image processing. It allows a much wider range of algorithms to be applied to the input data 

— the aim of digital image processing is to improve the image data (features) by suppressing unwanted 

distortions and/or enhancement of some important image features so that our AI-Computer Vision 

models can benefit from this improved data to work on. To train a network and make predictions on 

new data, our images must match the input size of the network. If we need to adjust the size of images 

to match the network, then we can rescale or crop data to the required size. 

we can effectively increase the amount of training data by applying randomized augmentation to data. 

Augmentation also enables to train networks to be invariant to distortions in image data. For example, 

we can add randomized rotations to input images so that a network is invariant to the presence of 

rotation in input images. An augmented Image Datastore provides a convenient way to apply a limited 

set of augmentations to 2-D images for classification problems. 

we can store image data as a numeric array, an ImageDatastore object, or a table. An ImageDatastore 

enables to import data in batches from image collections that are too large to fit in memory. we can use 

an augmented image datastore or a resized 4-D array for training, prediction, and classification. We can 

use a resized 3-D array for prediction and classification only. 

There are two ways to resize image data to match the input size of a network. Rescaling multiplies the 

height and width of the image by a scaling factor. If the scaling factor is not identical in the vertical and 

horizontal directions, then rescaling changes the spatial extents of the pixels and the aspect ratio. 

Cropping extracts a subregion of the image and preserves the spatial extent of each pixel. We can crop 

images from the center or from random positions in the image. An image is nothing more than a two-

dimensional array of numbers (or pixels) ranging between 0 and 255. It is defined by the mathematical 

function f(x,y) where x and y are the two co-ordinates horizontally and vertically. 

Resize image: In this step-in order to visualize the change, we are going to create two functions to 

display the images the first being a one to display one image and the second for two images. After that, 

we then create a function called processing that just receives the images as a parameter.  

Need of resize image during the pre-processing phase, some images captured by a camera and fed to 

our AI algorithm vary in size, therefore, we should establish a base size for all images fed into our AI 

algorithms. 
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Fig. 2: The methodology of proposed system. 

3.3 YOLO V4 

The test video from the datasets is taken to apply the algorithms and splitted into different frames. The 

spitted frames are applied to YOLOV4 to detect the vehicles and to track the vehicles, frames are 

applied to DeepSort. Finally, the output video is generated with vehicle detection and tracking. 

Tracking vehicles is another aspect of research in transportation. DeepSORT is a recent tracking 

algorithm, extending SORT (Simple Online and Real-Time) tracking algorithm. The original algorithm 

was developed considering MOT task. With the main goal of supporting online and real-time 

applications. This means that the tracker associates detected objects from previous and current frames 

only. 

YOLO is a Convolutional Neural Network object detection system, that handles object detection as one 

regression problem, from image pixels to bounding boxes with their class probabilities. Its performance 

is much better than other traditional methods of object detection, since it trains directly on full images. 

YOLO is formed of 27 CNN layers, with 24 convolutional layers, two fully connected layers, and a 

final detection layer. 

 

Fig. 3: Structure of YOLOV4 algorithm. 

YOLO divides the input images into an N-by-N grid cell, then during the processing, predicts for each 

one of them several bounding boxes to predict the object to be detected. Thus, a loss function has to be 

calculated. YOLO calculates first, for each bounding box, the Intersection over Union (IoU); It uses 

then sum-squared error to calculate error loss between the predicted results and real objects. The final 

loss being the sum of the three loss functions: 

1) classification loss: related to class probability. 
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2) localization loss: related to the bounding box position and size.  

3) confidence loss measuring the probability of objects in the box. 

YOLO framework though is the one-stage methods which directly converts the object bounding box 

positioning issue into a regression issue for processing without generate a candidate box. The YOLO 

network breaks the picture into a defined number of grids. Each grid is accountable for estimating 

objects within the grid whose central points are. Then after several years the YOLO framework has 

been developed it algorithm to version 4 which improve speed and accuracy of object detection. 

 

Fig. 4: Detection of cars using YOLOV4. 

YOLO V4 extracts the residual network part of the future entreats each region in the entire future map 

equally considering that each region contributes the same to the final detection however in real life 

scenes complex and rich contextual information often exist around the object to be detected in the image 

and each region in the feature map is treated equally resulting in a lack of network feature expression 

ability inaccurate bounding box position poor robustness and other problems. To solve these problems 

a channel attention mechanism module is introduced into the YOLO V4 object detection algorithm. 

3.4 DeepSort 

DeepSORT algorithm is deployed for the purpose of tracking. The enhanced version of the algorithm 

where the association metric is substituted by an informed metric integrating motion and appearance 

information using Convolutional Neural Network. The algorithm takes the detection outputs from the 

previous stage and run tracking for each detected object. In tracking by detection scheme, the accuracy 

of tracking is based on the quality of detection results. The Kalman filter an important role in deep sort. 

It identifies noise in detecting and uses previous states to predict the closed frame surrounding the object 

best suited. Each time it detects an object it creates a track containing all the necessary information of 

that object it also tracks and deletes track with detection time exceeds a given threshold due to objects 

are out of frame. In addition to eliminate duplicates they set a minimum threshold value for detection 

in the first frame the next problem lies in association between new objects and new predictions from 

the Kalman filter. 
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Fig. 5: DeepSort algorithm for multi-object Tracking. 

DeepSORT which is an improved version of SORT is one of the most popular state-of-the-art objects 

tracking frameworks today. DeepSORT has integrated a pre-trained neural network to generate feature 

vectors to be used as a deep association metric. Since DeepSORT was developed focusing on the Motion 

Analysis and Re-identification Set (MARS) dataset, which is a large-scale video-based human 

reidentification dataset, it uses a feature extractor trained on humans which does not perform well on 

vehicles. Several state-of-the-art object detection and tracking algorithms including SORT and 

DeepSORT were deployed detect and track different classes of vehicles in their region of interest and 

it has been stated that the trackers did not perform ideally at predicting vehicle trajectories which 

resulted in ID switches during occlusions. A vehicle tracking fuses the prior information of the Kalman 

filter to solve the problem of vehicle tracking under occlusion. But it has been stated that the proposed 

method does not perform well if the target is lost for a longer period. 

3.5 CNN basics 

According to the facts, training and testing of ResNet-CNN involves in allowing every source image 

via a succession of convolution layers by a kernel or filter, rectified linear unit (ReLU), max pooling, 

fully connected layer and utilize SoftMax layer with classification layer to categorize the objects with 

probabilistic values ranging from [0,1]. Convolution layer as is the primary layer to extract the features 

from a source image and maintains the relationship between pixels by learning the features of image by 

employing tiny blocks of source data. It’s a mathematical function which considers two inputs like 

source image 𝐼(𝑥, 𝑦, 𝑑) where 𝑥 and 𝑦 denotes the spatial coordinates i.e., number of rows and columns. 

𝑑 is denoted as dimension of an image (here 𝑑 = 3, since the source image is RGB) and a filter or 

kernel with similar size of input image and can be denoted as 𝐹(𝑘𝑥 , 𝑘𝑦, 𝑑). 

 

Fig. 6: Representation of convolution layer process. 

The output obtained from convolution process of input image and filter has a size of 

𝐶 ((𝑥 − 𝑘𝑥 + 1), ( 𝑦 − 𝑘𝑦 + 1), 1), which is referred as feature map. Let us assume an input image 

with a size of 5 × 5 and the filter having the size of 3 × 3. The feature map of input image is obtained 

by multiplying the input image values with the filter values. 
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(a) 

 

(b) 

Fig. 7: Example of convolution layer process (a) an image with size 𝟓 × 𝟓 is convolving with 𝟑 × 𝟑 

kernel (b) Convolved feature map 

3.5.1 ReLU layer 

Networks those utilizes the rectifier operation for the hidden layers are cited as rectified linear unit 

(ReLU). This ReLU function 𝒢(∙) is a simple computation that returns the value given as input directly 

if the value of input is greater than zero else returns zero. This can be represented as mathematically 

using the function 𝑚𝑎𝑥(∙) over the set of 0 and the input 𝓍 as follows: 

𝒢(𝓍) = max{0, 𝓍} 

3.5.2 Max pooing layer 

This layer mitigates the number of parameters when there are larger size images. This can be called as 

subsampling or down sampling that mitigates the dimensionality of every feature map by preserving 

the important information. Max pooling considers the maximum element form the rectified feature map. 

3.6 Softmax classifier 

 

Fig. 8: Vehicle prediction using SoftMax classifier. 
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Generally, as seen in the above picture softmax function is added at the end of the output since it is the 

place where the nodes are meet finally and thus, they can be classified. Here, X is the input of all the 

models and the layers between X and Y are the hidden layers and the data is passed from X to all the 

layers and Received by Y. Suppose, we have 10 classes, and we predict for which class the given input 

belongs to. So, for this what we do is allot each class with a particular predicted output. Which means 

that we have 10 outputs corresponding to 10 different class and predict the class by the highest 

probability it has. 

 

Fig. 9: Example of SoftMax classifier. 

In Fig. 9, and we must predict what is the object that is present in the picture. In the normal case, we 

predict whether the crop is A. But in this case, we must predict what is the object that is present in the 

picture. This is the place where softmax comes in handy. As the model is already trained on some data. 

So, as soon as the picture is given, the model processes the pictures, send it to the hidden layers and 

then finally send to softmax for classifying the picture. The softmax uses a One-Hot encoding 

Technique to calculate the cross-entropy loss and get the max. One-Hot Encoding is the technique that 

is used to categorize the data. In the previous example, if softmax predicts that the object is class A then 

the One-Hot Encoding for:  

Class A will be [1 0 0] 

Class B will be [0 1 0] 

Class C will be [0 0 1] 

From the diagram, we see that the predictions are occurred. But generally, we don’t know the 

predictions. But the machine must choose the correct predicted object. So, for machine to identify an 

object correctly, it uses a function called cross-entropy function. 

So, we choose more similar value by using the below cross-entropy formula. 

 

Fig. 10: Example of SoftMax classifier with test data. 
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In the above example we see that 0.462 is the loss of the function for class specific classifier. In the 

same way, we find loss for remaining classifiers. The lowest the loss function, the better the prediction 

is. The mathematical representation for loss function can be represented as: - 

𝐿𝑂𝑆𝑆 = 𝑛𝑝. 𝑠𝑢𝑚(−𝑌 ∗  𝑛𝑝. 𝑙𝑜𝑔(𝑌_𝑝𝑟𝑒𝑑)) 

4. RESULTS AND DISCUSSION 

To implement this project, we have designed following modules 

1) Generate & Load YOLOv4-DeepSort Model: using this module we will generate and load 

YOLOV$-DeepSort model. 

2) Upload Video & Detect Car & Truck: using this module we will upload test video and then 

apply YOLOV4 to detect vehicle and this detected vehicle frame will be further analyse by 

DeepSort to track real vehicles. 

The pre-trained YOLOv4 model is obtained by training the model on the COCO dataset. 

 

Fig. 11: Detection and tracking of cars and trucks using YOLOV4 and DeepSort algorithms. 

 

Fig. 12: Tracking of vehicles using Frame Per Second and application till the end of the video. 

5. CONCLUSION 

In conclusion, the vehicle detection and tracking method presented uses TensorFlow library with 

DeepSORT algorithm based on YOLOv4 model. It can be proven that using YOLOv4 and YOLOv4-
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tiny is acceptable and faster than previous one. It can be use in Realtime surveillance camera in the 

highway or recording video to evaluate the number of vehicles pass by according to what time it started 

recorded to last recorded. This data then can be used for traffic management by implementing answer 

if the place proven a lot of congestion or not. It is the best to use YOLOv4 model than previous model 

YOLOv3 if the system wants the highest accuracy with acceptable speed. If the system wants the best 

accuracy with the highest speed as possible because limitation in hardware or to process it in real-time, 

it is recommended to use YOLOV4-tiny model which it can achieve higher accuracy. This system can 

be improved to be more adaptable for vehicle detection if using several suggestion ideas. A vehicle 

tracking algorithm based on the framework suggested in DeepSORT which is capable of tracking the 

nonlinear motion of vehicles with a high level of accuracy. The proposed algorithm utilizes YOLOv4 

with Darknet, an open-source neural network framework, for vehicle localization and identification. 

The number of detection errors was minimized by optimizing the training of the detector through 

hyperparameter optimization and data augmentation.  

Future scope 

As a modification to the DeepSORT implementation which is incapable of capturing nonlinear motion, 

the unscented Kalman filter is used to obtain highly accurate track predictions which in turn reduces 

the errors in track association significantly. AlexNet, a pre-trained convolutional neural network, is 

used to perform feature extraction which is an integral part of the tracking algorithm aimed at further 

reducing the errors in track association. The experimental results demonstrate that the proposed vehicle 

tracking algorithm ensures better performance in tracking the non-linear motion of vehicles and tracking 

through occlusions with a reduced number of ID switches compared to the state-of-the-art object 

trackers. The pre-trained model was unable to deliver consistently good performance across all five 

scenarios both in terms of precision and tracking success rate. The results of the custom trained models 

are comparable to the pre-Trained model. A large number of misclassification cases by all three models 

suggest the need of further experimentations. A large number of misclassification cases also suggest 

that our models are not over-fitted. This shows that there is a need to add more data for training and 

testing for all three models particularly the custom-trained models. An important finding of this work 

is that pre-trained models cannot work in KSA environments without retraining due to the differences 

in the language, driving culture, driving environments, and vehicle models. Future work will look into 

building larger datasets for vehicle detection, tracking, and other problems in road transportation, and 

developing highly accurate deep learning models optimized for the environment. 
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