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Abstract 

With the advent of digital technology and the prevalence of online transactions, there has been a surge 

in different forms of fraud, particularly within the financial sector. Internet loans, while providing a 

convenient means for individuals to obtain rapid financial aid, have unfortunately become a prime target 

for deceitful schemes. Conventional fraud detection systems commonly depend on rule-based methods 

and statistical models. Rule-based systems employ pre-established rules to identify transactions that 

exhibit certain patterns indicative of fraudulent activity. Statistical models, such as logistic regression, 

analyze historical transaction data to identify anomalies. Although these methods have proven to be 

valuable, they frequently encounter difficulties in identifying intricate, non-linear patterns that are 

indicative of fraudulent activity in online loan applications. Hence, it is crucial to effectively and 

efficiently combat fraudulent activities. Identifying fraudulent activity in online loan applications is of 

utmost importance for financial institutions. It allows them to uphold trust, minimize financial losses, 

and adhere to regulatory obligations. Deep learning, a subset of AI, has demonstrated immense potential 

in bolstering fraud detection capabilities by effectively analyzing vast amounts of data and detecting 

intricate patterns. These models provide cutting-edge techniques for analyzing large volumes of data, 

allowing for the detection of intricate and complex fraud patterns that may go unnoticed using 

conventional methods. As an AI researcher, this study focuses on developing a deep learning anti-fraud 

model for Internet loan applications. The aim is to enhance model accuracy by utilizing advanced neural 

network architectures, improve real-time processing capabilities, incorporate explainable AI techniques 

for better transparency, and utilize unsupervised learning methods to detect previously unknown fraud 

patterns. In order to create a secure digital lending environment and outsmart fraudsters, it is crucial for 

data scientists, cybersecurity experts, and financial institutions to collaborate and work together. 
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1. Introduction 

The project aims to develop an advanced neural network architecture specifically tailored for detecting 

fraud in internet loan applications. With the increasing prevalence of online lending platforms, the risk 

of fraudulent activities has become a significant concern for financial institutions. Traditional methods 

of fraud detection often fall short in accurately identifying fraudulent applications due to the evolving 

nature of fraudulent tactics. Therefore, the proposed neural network architecture seeks to leverage the 

power of deep learning and advanced algorithms to enhance the accuracy and efficiency of fraud 

detection in this domain. At its core, the neural network architecture will employ a combination of deep 

learning techniques and possibly attention mechanisms to effectively analyze various aspects of loan 

applications. These aspects may include applicant information, financial data, transaction history, and 

behavioral patterns. By processing large volumes of data, the neural network will learn intricate patterns 

indicative of fraudulent behavior, enabling it to differentiate between genuine and suspicious 

applications with high precision. 
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One of the key challenges in fraud detection is dealing with imbalanced datasets where legitimate loan 

applications significantly outnumber fraudulent ones. To address this issue, the neural network 

architecture will incorporate techniques such as oversampling, undersampling, or the use of specialized 

loss functions to ensure robust performance even in imbalanced scenarios. Additionally, the model will 

be designed to continuously adapt and learn from new data, allowing it to stay ahead of emerging fraud 

schemes. Moreover, interpretability and explainability are crucial considerations in the context of fraud 

detection, especially in highly regulated industries like finance. Therefore, efforts will be made to 

incorporate transparency mechanisms into the neural network architecture, enabling stakeholders to 

understand how decisions are made and providing insights into the reasoning behind fraud predictions.  

2. Literature Survey 

Xu, et al. [1] Proposed experimental results showed that the fraud prediction model based on the GTWE 

algorithm achieved outstanding classification effect and stability with satisfactory interpretability. 

Meanwhile, the fraud probability of customers detected by the fraud prediction model was as high as 

84.19%, indicating that App behaviors had a considerable impact on predicting fraud in online loan 

applications. Mytnyk, et al. [2] Proposed model was based on an artificial neural network, effectively 

improved the accuracy of fraudulent transaction detection. The results of the different algorithms were 

visualized, and the logistic regression algorithm performed the best, with an output AUC value of 

approximately 0.946. The stacked generalization showed a better AUC of 0.954. The recognition of 

banking fraud using artificial intelligence algorithms was a topical issue in our digital society. Lakshmi, 

et al. [3] Proposed, the survey of current strategies utilized in credit card fraud detection was depicted. 

This study employed Principal Component Analysis (PCA) to perform feature selection and speed up 

the learning process. The comparison outcomes demonstrated that Random Forest (RF) outperformed 

Decision Tree. 

Sharma, et al. [4] Proposed work analyzed the performance of unsupervised learning techniques such 

as k-means clustering on a credit card fraud detection dataset. A Particle swarm optimization and k-

means clustering hybrid model were proposed for the same, aiming to further research in this area. The 

model based on the proposed approach improved the performance of the k-means clustering approach. 

Our Hybrid approach showed better accuracy, precision, and recall than the k-means clustering 

approach.  Yedukondalu, et al. [5] Proposed research work made use of random forest and XGBOOST 

algorithms. A big public loan dataset, such as that from Lending Club, was used to detect fraud. A 

random forest was used to fill in the missing values initially. The most discriminating features were 

then chosen using the XGBoost algorithm. Such a basic and successful model could have improved the 

use of machine learning for detecting frauds in Internet loan. Zhan, et al. [6] Proposed a new way to 

extract features automatically from a borrower's phone network graph using neural networks to detect 

fraudulent loans, which not only overcame the above issue but also captured features that were hard to 

fake. This method yielded strong results. 

Nwade, et al. [7] proposed the evaluation of results, that was done by comparing its performance with 

the classifier using accuracy metrics. The model implementation was done using the Python 

programming language. The data was passed into MLP with an algorithm classifier and the results were 

obtained with an accuracy of 93% and 99% respectively. Reddy, et al. [8] Proposed method solved the 

problem by first cleaning and normalizing the data, then using Kernel principal component analysis to 

extract features. Finally, it utilized these features to train a model with CNN-BiLS TM, a neural network 

architecture that combined the best parts of the Bidirectional Long Short-Term Memory (BiLS TM) 

network and the Convolution Neural Network (CNN). 

Mizher, et al. [9] Proposed model was evaluated and compared when dealing with large amounts of 

data using a highly imbalanced real-world credit card fraud detection dataset. Python programming 
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languages were used to preprocess the data and test the model's measurements and performance. As 

observed in the results, an accuracy of 99.7% using the Random Forest classifier was obtained. Achary, 

et al. [10] Proposed algorithm was utilized to analyze the resampled dataset, minimizing the high-class 

imbalance. Numerous intelligent algorithms were analyzed on a public dataset to determine the 

correlation of certain factors with fraudulence. Data was analyzed using the proposed algorithm for 

enhanced accuracy. 

Bajracharya, et al. [11] Proposed some key potential directions to inspire intelligent solutions for 

defending and mitigating against cyberattacks. Analyzed the current scenario of cybersecurity risks and 

provided a comprehensive overview of the recent approaches in evolving cybersecurity and fraud 

detection practices at scale. Reviewed new challenges in effective cybersecurity measures and financial 

fraud detection. Fanai, et al. [12] Proposed approach was found to improve the performance of the 

employed deep learning-based classifiers in the experimental evaluations. Specifically, the utilized deep 

learning classifiers trained on the transformed dataset by the deep Autoencoder significantly 

outperformed their baseline classifiers trained on the original data in terms of all performance measures. 

3. Proposed Methodology 

The proposed system aims to revolutionize the detection of fraudulent activities in online loan 

applications using cutting-edge neural network technology. This system integrates a multi-layered 

neural network architecture trained on vast datasets of historical loan application data, including both 

legitimate and fraudulent cases. By leveraging sophisticated algorithms and advanced machine learning 

techniques, the model can effectively identify patterns, anomalies, and subtle indicators associated with 

fraudulent behavior.  

 

Figure 1: Proposed system architecture of internet loan fraud prediction. 

⎯ User Interface (UI): The project includes a graphical user interface (GUI) built using Tkinter, 

a standard GUI library for Python. Various buttons are provided to perform different tasks like 

uploading the dataset, preprocessing, applying SMOTE (Synthetic Minority Over-sampling 
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Technique), data splitting, training and evaluating machine learning models, making 

predictions, and displaying comparison graphs. 

⎯ Data Handling and Preprocessing: Users can upload datasets containing information about 

internet loan applications. The uploaded dataset is then preprocessed, which involves handling 

missing values, encoding categorical variables using LabelEncoder, and visualizing the 

distribution of the target variable ('isFraud') using count plots. 

⎯ Handling Class Imbalance: The project addresses the issue of class imbalance by applying 

Synthetic Minority Over-sampling Technique (SMOTE) to balance the distribution of the target 

variable ('isFraud'). 

⎯ Model Training and Evaluation: Two types of classifiers are implemented: Random Forest 

Classifier and a custom Artificial Neural Network (ANN) classifier. The Random Forest 

Classifier is trained on the preprocessed dataset and evaluated using various metrics such as 

precision, recall, F1-score, accuracy, confusion matrix, and classification report.The custom 

ANN classifier is constructed using TensorFlow/Keras. It consists of multiple dense layers with 

ReLU activation functions for hidden layers and a sigmoid activation function for the output 

layer. The model is trained, and its performance is evaluated similarly to the Random Forest 

Classifier. 

⎯ Prediction: Users can make predictions on new datasets using the trained models. The 

uploaded dataset undergoes preprocessing, and then predictions are made using both Random 

Forest and ANN classifiers. Predictions are displayed along with the input data. 

⎯ Comparison Graph: The project provides functionality to compare the performance of 

Random Forest and ANN classifiers using a bar graph. Metrics such as precision, recall, F1-

score, and accuracy are compared for both classifiers. 

3.1 ANN Classifier 

Although today the Perceptron is widely recognized as an algorithm, it was initially intended as an 

image recognition machine. It gets its name from performing the human-like function of perception, 

seeing, and recognizing images. Interest has been centered on the idea of a machine which would be 

capable of conceptualizing inputs impinging directly from the physical environment of light, sound, 

temperature, etc. — the “phenomenal world” with which we are all familiar — rather than requiring the 

intervention of a human agent to digest and code the necessary information. Rosenblatt’s perceptron 

machine relied on a basic unit of computation, the neuron. Just like in previous models, each neuron 

has a cell that receives a series of pairs of inputs and weights. The major difference in Rosenblatt’s 

model is that inputs are combined in a weighted sum and, if the weighted sum exceeds a predefined 

threshold, the neuron fires and produces an output.  

 

Figure 2: Perceptron neuron model (left) and threshold logic (right). 

Threshold 𝑇 represents the activation function. If the weighted sum of the inputs is greater than zero the 

neuron outputs the value 1, otherwise the output value is zero. 
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Perceptron for Binary Classification 

With this discrete output, controlled by the activation function, the perceptron can be used as a binary 

classification model, defining a linear decision boundary.  

It finds the separating hyperplane that minimizes the distance between misclassified points and the 

decision boundary. The perceptron loss function is defined as below: 

 

To minimize this distance, perceptron uses stochastic gradient descent (SGD) as the optimization 

function. If the data is linearly separable, it is guaranteed that SGD will converge in a finite number of 

steps. The last piece that Perceptron needs is the activation function, the function that determines if the 

neuron will fire or not. Initial Perceptron models used sigmoid function, and just by looking at its shape, 

it makes a lot of sense! The sigmoid function maps any real input to a value that is either 0 or 1 and 

encodes a non-linear function. The neuron can receive negative numbers as input, and it will still be 

able to produce an output that is either 0 or 1.   The reason why ReLU became more adopted is that it 

allows better optimization using SGD, more efficient computation and is scale-invariant, meaning, its 

characteristics are not affected by the scale of the input. The neuron receives inputs and picks an initial 

set of weights random. These are combined in weighted sum and then ReLU, the activation function, 

determines the value of the output. 

 

Figure 3: Perceptron neuron model (left) and activation function (right). 

Perceptron uses SGD to find, or you might say learn, the set of weight that minimizes the distance 

between the misclassified points and the decision boundary. Once SGD converges, the dataset is 

separated into two regions by a linear hyperplane. Although it was said the Perceptron could represent 

any circuit and logic, the biggest criticism was that it couldn’t represent the XOR gate, exclusive OR, 

where the gate only returns 1 if the inputs are different. This was proved almost a decade later and 

highlights the fact that Perceptron, with only one neuron, can’t be applied to non-linear data. 

4. Results and Discussion 

Figure 4 compares the predicted labels with the actual labels from the testing set to create a confusion 

matrix. The confusion matrix will have four components: true positives (TP), true negatives (TN), false 

positives (FP), and false negatives (FN). A confusion matrix is a useful tool for evaluating the 

performance of a classification model, including artificial neural networks (ANNs), in detecting internet 

loan fraud as shown in Figure 5. In a confusion matrix, the true labels are compared against the predicted 

labels generated by the model. The matrix typically consists of four quadrants: true positives (TP), true 

negatives (TN), false positives (FP), and false negatives (FN). Here's how you can interpret each 

quadrant in the context of internet loan fraud detection: 



 

377 

ResMilitaris,vol.14 n°,4 ISSN: 2265-6294 (2024) 

•  True Positives (TP): The cases where the model correctly predicts instances of internet loan 

fraud. These are the cases where the model predicted fraud, and it was indeed fraud. 

• True Negatives (TN): The cases where the model correctly predicts non-fraudulent instances. 

These are the cases where the model predicted no fraud, and there was indeed no fraud. 

• False Positives (FP): The cases where the model incorrectly predicts fraud. These are the cases 

where the model predicted fraud, but it was not fraud. 

• False Negatives (FN): The cases where the model incorrectly predicts non-fraudulent instances 

as fraudulent. These are the cases where the model predicted no fraud, but it was fraud. 

According to Figure 6, a comparison graph for Random Forest (RF) and Artificial Neural Network 

(ANN) typically illustrates their performance across various metrics, such as accuracy, precision, 

recall, F1-score, Accuracy. These metrics help in evaluating how well each model detects fraud in loan 

applications. The graph would visually depict which model performs better across different 

evaluation criteria. 

 

Figure 4: Confusion Matrix of Random Forest Model. 

 

Figure 5: Confusion Matrix of ANN Model. 
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Figure 6: Performance Comparison of ANN and RFC models. 

Table 1 illustrates the performance comparison between the Random Forest Classifier and the Artificial 

Neural Network (ANN) model for the task of fraud detection in internet loan applications. Four key 

performance metrics, namely accuracy, precision, recall, and F1 score, are evaluated for both models. 

⎯ Accuracy:  

o Random Forest Classifier: Achieves an accuracy of 92%, indicating that 92% of the 

predictions made by the model are correct. 

o ANN Model: Demonstrates higher accuracy, reaching 97%, which suggests that the 

ANN model performs better in accurately classifying instances as fraud or non-fraud. 

⎯ Precision: 

o Random Forest Classifier: The precision of 92% indicates that out of all the instances 

predicted as fraud by the model, 92% are actually fraudulent. 

o ANN Model: Exhibits higher precision at 98%, indicating a better ability to correctly 

identify instances of fraud. 

⎯ Recall: 

o Random Forest Classifier: Achieves a recall rate of 92%, suggesting that 92% of all 

actual fraudulent instances are correctly identified by the model. 

o ANN Model: Attains a recall rate of 97%, indicating that the ANN model effectively 

captures 97% of all fraudulent instances. 

⎯ F1 Score: 

o Random Forest Classifier: The F1 score, which is the harmonic mean of precision and 

recall, is 92%, indicating a balanced performance in terms of precision and recall. 

o ANN Model: Shows an F1 score of 97%, suggesting a balanced performance between 

precision and recall, and overall effectiveness in fraud detection. 
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Table 1: Performance Comparison of Random Forest Classifier and ANN Model for Fraud 

Detection 

Metric Random Forest Classifier ANN Model 

Accuracy 92% 97% 

Precision 92% 98% 

Recall 92% 97% 

F1 Score 92% 97% 

 

5. Conclusion 

In conclusion, the implementation of advanced neural network architectures offers a promising solution 

for detecting fraud in internet loan applications. These models leverage intricate patterns and vast data 

sets to effectively identify fraudulent behaviors with high accuracy. By employing sophisticated 

algorithms, they enhance the detection capabilities, minimizing risks for lenders and safeguarding 

against fraudulent activities. The adaptability of these architectures enables continuous learning and 

refinement, ensuring robust performance in combating evolving fraud tactics.  The future scope for 

advanced neural network architectures in detecting fraud in internet loan applications is promising. 

These architectures can leverage deep learning techniques to enhance detection accuracy and efficiency. 

With the continuous advancements in computational power and data availability, neural networks can 

handle complex patterns and behaviors associated with fraudulent activities more effectively. 

Incorporating techniques ANN can improve feature extraction and temporal modeling, enabling better 

fraud detection in real-time. Additionally, integrating attention mechanisms can further enhance the 

models' ability to adapt and learn from evolving fraud tactics. Furthermore, the deployment of federated 

learning approaches can ensure privacy and security while leveraging decentralized data sources for 

training robust fraud detection models. Continuous research and development in this area will likely 

lead to even more sophisticated neural network architectures tailored for internet loan application fraud 

detection, contributing to a safer and more secure online lending environment. 
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